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Abstract. We show that every operator with memory acting between Banach spaces
CΦBV (I) of continuous functions of bounded variation in the sense of Schramm defined on
a compact interval I of a real axis, is a Nemytskij composition operator with the continuous
generating function. Moreover, some consequences for uniformly bounded operators with
memory will be given. As a by-product, we obtain that a Banach space CΦBV (I) has the
uniform Matkowski property.
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1. Introduction

An operator K acting between two classes of functions f : I → R, where I is
a compact real interval, is called an operator with memory (or locally defined) if
whenever two functions f and g from the first class coincide on some open interval
J ⊂ I, their images K ( f ) and K (g) in the second class also coincide on J. A typical
example is the Nemytskij composition operator

H( f )(x) = h(x, f (x)) (x ∈ I) ,

generated by some function h : I ×R → R. It turns out that in the special cases the
inverse is also true, i.e., every operator with memory has to be a Nemytskij composi-
tion operator with suitable h. However, the property of ”memory” is not sufficient for
characterizing all such operators; it largely depends on the function spaces which are
its domain and range. For example, Lichawski et al. [1] proved that every operator
with memory mapping the space Cm (I) of m-times continuously differentiable func-
tions on I into the space C (I) of continuous functions defined on the same interval
has to be of the form

K ( f )(x) = h
(

x, f (x) , f ′ (x) , ..., f (m) (x)
)
, f ∈Cm (I) , x ∈ I,
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for some function h : I×Rm+1 →R. There is still an open question about the form of
operators with memory of the type K : Cm (I)→ Ck (I) , where k ≥ 2; only a partial
solution was given in [2]. For k = 1 the problem was solved in [1].

In the present paper, in Section 3, we give a representation formula for operators
with memory which are self-mappings of Banach spaces CΦBV (I) of continuous
functions of bounded variation in the sense of Schramm (Theorem 1). Namely, we
show that they are Nemytskij composition operators with the continuous generating
function h. In Section 4, under the additional assumption that the operators with
memory are uniformly bounded, we observe that operators of such a type must be
affine (Theorem 3), i.e., must be of the form

K( f ) = α · f +β ,

where α and β are the elements from the range. This, among others, generalizes the
earlier results obtained for local operators mapping the Banach spaces of continuous
functions of bounded variation in the sense of Wiener [3] or in the sense of Waterman
[4]. Besides, this gives a representation formula for operators with memory acting
between Schramm-Waterman spaces [5] have not been examined so far. Moreover,
as a by-product, we get that a Banach space CΦBV (I) has the uniform Matkowski
property.

The theory of Nemytskij composition operator is closely connected with the study
of solutions of nonlinear integral equations of the Hammerstein type and the Volterra-
-Hammerstein type. The wide spectrum of applications of Volterra integral equations
can be found, for instance, in the monograph [6]. Those applications are related to
the mathematical modelling of phenomena (physical, biological, and other) where
the memory effects play a key role. The smoothness properties of Nemytskij
superposition operators are used, for instance, in traveling wave models describing
nonlinear dynamics in semiconductor lasers [7], or in material modelling [8] and
in economy for certain problems of option pricing within the Black-Scholes model
for time-dependent volatility [9].

2. Preliminaries

Recall that a function ϕ : [0,∞) −→ [0,∞) is called a Young function ([10],
Definition 0.16) if ϕ is continuous, convex, and satisfies ϕ(0) = 0, ϕ (t) > 0 for
t > 0, and lim

t−→∞
ϕ(t) = ∞. Note that ([11], Remark 2.1, also [10], Lemma 1.36) every

Young function ϕ is increasing, superadditive, that is, ϕ (t1) +ϕ (t2) ≤ ϕ (t1 + t2),
t1 ≥ 0, t2 ≥ 0, and, by the convexity,

ϕ (λ t)≤ λϕ (t) , t ≥ 0, λ ∈ [0,1] . (1)
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A sequence Φ = (ϕi)
∞
i=1 of Young functions is said to be a Schramm sequence if

∞

∑
i=1

ϕi(t) = ∞ for all t > 0 and

ϕi+1(t)≤ ϕi(t), t > 0, i ∈ N. (2)

Further, let [a,b] be a compact interval. Denote by S ([a,b]) the family of all finite
non-ordered collections S j =

{
[a1,b1] , [a2,b2] , ..., [a j,b j]

}
, j ∈N, of non-overlapping

intervals [ai,bi]⊂ [a,b], i = 1, ..., j, i.e., (ai,bi)∩ (al,bl) = /0, i, l ∈ {1, ..., j}, i ̸= l.

Given an interval I = [a,b], a function f : [a,b]→ R, a collection S j ∈ S ([a,b])
and a Schramm sequence Φ = (ϕi)

∞
i=1, we set

varΦ( f ,S j) :=
j

∑
i=1

ϕi (| f (bi)− f (ai)|) , j ∈ N. (3)

We say that a function f is of bounded Φ-variation in the sense of Schramm in I
(or bounded Schramm variation), if the Φ-variation of f on I, defined by

VarΦ( f ) =VarΦ( f , I) := sup{varΦ( f ,S j) : S j ∈ S ([a,b]) , j ∈ N}, (4)

is finite.

Here and subsequently, by (ΦBV (I),∥ · ∥Φ) we denote a Banach space ([10],
Proposition 2.44) of all real functions f defined on an interval I = [a,b] such that

VarΦ

(
f
λ

)
< ∞ for some constant λ > 0 with the norm

∥ f∥Φ := | f (a)|+ pΦ( f ), f ∈ ΦBV (I), (5)

where the Luxemburg-Nakano-Orlicz seminorm pΦ is defined as

pΦ( f ) = pΦ( f , I) := inf
{

ε > 0 : VarΦ

(
f
ε

)
≤ 1
}
, f ∈ ΦBV (I).

Note that for ϕi (u) = u, i ∈ N, the condition (4) coincides with the classical con-
cept of variation in the sense of Jordan; for ϕi(u) = up, p > 1, i ∈ N, in the sense
of Wiener; for ϕi (u) = λiu, i ∈ N, where a nonincreasing sequence of positive reals

(λi)i∈N is a Waterman sequence (i.e., if λi → 0 as i → ∞ and
∞

∑
i=1

λi = ∞) in the sense

of Waterman; for ϕi (u) = λiϕ (u), i ∈ N, where (λi)i∈N is a Waterman sequence
and ϕ is a Young function, in the Schramm-Waterman sense. For more information,
the reader is referred to [10].

Now, let us quote two lemmas concerning the properties of the functional VarΦ

which will be useful.

Lemma 1 ([12], Lemma 1). Given a Schramm sequence Φ = (ϕi)
∞
i=1, the func-

tional VarΦ is:
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(i) nondecreasing (with respect to the intervals), that is if I1, I2 are sub-intervals of I
and I1 ⊂ I2, then

VarΦ( f , I1)≤VarΦ ( f , I2) ;

(ii) superadditive (with respect to the intervals), that is if I1, I2 are sub-intervals of I
such that I1 ∩ I2 is a singleton, then

VarΦ( f , I1)+VarΦ( f , I2)≤VarΦ( f , I1 ∪ I2);

(iii) sequentially lower semicontinuous, that is

VarΦ( f , I)≤ liminf
n→∞

VarΦ( fn, I),

if fn ∈ RI, n ∈ N, and lim
n→∞

fn(x) = f (x) for all x ∈ I.

Lemma 2 ([12], Lemma 3). Let I = [a,b]⊂ R (a,b ∈ R, a < b), n ∈ N, (xi,yi) ∈
I ×R, i = 0, . . . ,n, such that

a = x0 < x1 < .. . < xn−1 < xn = b

be fixed and let Φ = (ϕi)
∞
i=1 be a Schramm sequence. Then the continuous function

f : I → R defined by

f (t) =
{

yi if t = xi, i = 0, . . . ,n,
affine otherwise

is of bounded Schramm variation on I and

VarΦ ( f )=max

{
s

∑
i=1

ϕσs(i)
(∣∣yki − yki−1

∣∣) : σs ∈ ∆s , s ∈ {1, ...,n} , yk0 = y0, yks = yn

}
;

here ∆s stands for the set of all permutations of the set {1, ...,s} .

We will need also the following relationship between two Schramm sequences Φ

and Ψ under which one of the corresponding Schramm spaces is contained in the
other.

Given two Schramm sequences Φ = (ϕi)
∞
i=1 and Ψ = (ψi)

∞
i=1, by ([10], Proposi-

tion 2.45), we have ΦBV (I)⊆ΨBV (I) if

n

∑
i=1

ϕi (t)≥C
n

∑
i=1

ψi (t) , t ∈ [0,T ] , n ∈ N, (6)

for some T > 0 and C > 0.
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3. The form of operators with memory in Schramm spaces

It is known ([10], Proposition 2.46) that functions of bounded Schramm variation
have discontinuities of the first kind and, therefore, the discontinuity set is at most
countable. Moreover, the convergence with respect to the norm ∥ · ∥Φ implies
the uniform convergence on I [ [10], Proposition 2.44], so (ΦBV (I)∩C (I) ,∥ · ∥Φ)
is a closed subspace of (ΦBV (I),∥ · ∥Φ), and, consequently, it is a Banach space.
Put CΦBV (I) := ΦBV (I)∩C(I).

To give the main result of this section, recall the following definition.

Definition 1. Let I = [a,b]⊂R be an interval and let X(I) and Y (I) stand for two
classes of functions f : I → R.

An operator K : X (I) → Y (I) is said to be an operator with memory (or locally
defined), if for every open interval J ⊂R and for all functions f ,g ∈ X(I) the follow-
ing implication holds true:

f |J∩I = g|J∩I ⇒ K( f )|J∩I = K(g)|J∩I.

An operator H : X (I)→ Y (I) given by

H( f )(x) := h(x, f (x)), f ∈ X (I) , (x ∈ I),

for some function h : I×R→ R is said to be a composition (Nemytskij or superposi-
tion) operator. The function h is referred to as the generator of the operator H.

The representation theorem for operators with memory acting between the Banach
spaces of continuous functions of bounded Schramm variations reads as follows:

Theorem 1. Let Φ = (ϕi)
∞
i=1 and Ψ = (ψi)

∞
i=1 be two Schramm sequences and

I = [a,b], a,b ∈R, a < b, be a compact interval. If an operator with memory K maps
CΦBV (I) into CΨBV (I), then it is a Nemytskij composition operator with continuous
generator, i.e., there exists a unique continuous function h : I ×R → R such that,
for all f ∈CΦBV (I),

K( f )(x) = h(x, f (x)), x ∈ I. (7)

Proof. We start by showing that the following implication holds true:

f (x0) = g(x0) =⇒ K( f )(x0) = K(g)(x0), (8)

for all f ,g ∈CΦBV (I) and x0 ∈ I.
Fix x0 ∈ intI, two functions f ,g ∈ CΦBV (I) coinciding at x0 and define

γ : [a,b]→ R by

γ(x) =
{

f (x) for x ∈ [a,x0]
g(x) for x ∈ (x0,b]

.
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To prove that γ ∈ CΦBV (I), take any collection S j =
{
[a1,b1] , [a2,b2] , ..., [a j,b j]

}
pairwise non-overlapping sub-intervals of [a,b] such that ak ≤ x0 < bk for some

k ∈ {1, ..., j} . Since f and g have bounded Schramm variation, VarΦ

(
f
λ

)
< ∞ and

VarΦ

(
g
µ

)
< ∞ for some λ ,µ > 0. Being monotonically increasing on [a,b] , func-

tions ϕi fulfill the inequalities

ϕi

(∣∣∣∣ f
λ +µ

(bi)−
f

λ +µ
(ai)

∣∣∣∣)≤ ϕi

(∣∣∣∣ f
λ
(bi)−

f
λ
(ai)

∣∣∣∣) , i ∈ {1, ...,k−1} ,

and

ϕi

(∣∣∣∣ g
λ +µ

(bi)−
g

λ +µ
(ai)

∣∣∣∣)≤ ϕi

(∣∣∣∣ g
µ
(bi)−

g
µ
(ai)

∣∣∣∣) , i ∈ {k+1, ..., j} .

Furthermore, the equality f (x0) = g(x0), monotonicity and convexity of ϕk, gives

ϕk

(∣∣∣∣ γ

λ +µ
(bk)−

γ

λ +µ
(ak)

∣∣∣∣) = ϕk

(∣∣∣∣ g
λ +µ

(bk)−
f

λ +µ
(ak)

∣∣∣∣)

≤ ϕk

(
µ

λ +µ
· |g(bk)−g(x0)|

µ
+

λ

λ +µ
· | f (x0)− f (ak)|

λ

)
≤ µ

λ +µ
ϕk

(
|g(bk)−g(x0)|

µ

)
+

λ

λ +µ
ϕk

(
| f (x0)− f (ak)|

λ

)
≤ ϕk

(
| f (x0)− f (ak)|

λ

)
+ϕk

(
|g(bk)−g(x0)|

µ

)
.

Combining these estimates yields

varΦ(
γ

λ +µ
,S j) =

k−1

∑
i=1

ϕi

(∣∣∣∣ f
λ +µ

(bi)−
f

λ +µ
(ai)

∣∣∣∣)+ϕk

(∣∣∣∣ g
λ +µ

(bk)−
f

λ +µ
(ak)

∣∣∣∣)
+

j

∑
i=k+1

ϕi

(∣∣∣∣ g
λ +µ

(bi)−
g

λ +µ
(ai)

∣∣∣∣)

≤

(
k−1

∑
i=1

ϕi

(∣∣∣∣ f
λ
(bi)−

f
λ
(ai)

∣∣∣∣)+ϕk

(∣∣∣∣ f
λ
(x0)−

f
λ
(ak)

∣∣∣∣)
)

+

(
ϕk

(∣∣∣∣ g
µ
(bk)−

g
µ
(x0)

∣∣∣∣)+
j

∑
i=k+1

ϕi

(∣∣∣∣ g
µ
(bi)−

g
µ
(ai)

∣∣∣∣)
)
,

whence, by Lemma 1(i),

varΦ(
γ

λ +µ
,Sl)≤VarΦ

(
f
λ

)
+VarΦ

(
g
µ

)
< ∞.
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Thus, (3) and (4) imply that VarΦ

(
γ

λ +µ

)
< ∞, which proves that γ ∈ CΦBV (I),

by continuity of γ.
Since

f |(−∞,x0)∩I = γ|(−∞,x0)∩I, g|(x0,∞)∩I = γ|(x0,∞)∩I,

by Definition 1, we get

K( f )|(−∞,x0)∩I = K(γ)|(−∞,x0)∩I, K(g)|(x0,∞)∩I = K(γ)|(x0,∞)∩I.

Therefore, by the continuity of K( f ), K(γ) and K(g) at x0, we obtain

K( f )(x0) = K(γ)(x0) = K(g)(x0).

To show that (8) holds true at the endpoints of the interval I, suppose that x0 = a
and take any f ,g ∈CΦBV (I) such that

f (x0) = g(x0). (9)

Taking into account the continuity of f and g at x0, we get the existence of a sequence
(xn)n∈N such that

x0 < xn+1 < xn, |xn − x0|<
b− x0

n
, n ∈ N,

and

| f (xn)− f (x0)|<
1
n2 , |g(xn)−g(x0)|<

1
n2 , n ∈ N. (10)

Define the sequence of continuous functions γn : [a,b]→ R, n ∈ N, by

γ2m(t) =


f (t) for t = x0 or t = x2i, i ∈ {1, . . . ,m}
g(t) for t = b or t = x2i−1, i ∈ {1, . . . ,m}

affine otherwise
,

γ2m−1(t) =


g(t) for t = b or t = x2i−1, i ∈ {1, . . . ,m}
f (t) for t = x0 or t = x2i−2, i ∈ {2, . . . ,m}

affine otherwise
,

for all m ∈ N. We claim that γn ∈ ΦBV (I), n ∈ N. In fact, using Lemma 2 with
a = x0 < x2m < x2m−1 < .. . < x1 < b and the definition of γ2m, we get, for any m ∈N,

VarΦ (γ2m) = max

{
s

∑
i=1

ϕσs(i)
(∣∣γ2m (xki)− γ2m

(
xki−1

)∣∣) : σs ∈ ∆s , s ∈ {1, ...,2m}
}
,

(11)
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where xk0 = x0, xks = b, s ∈ {1, ...,2m}.
Taking an arbitrary m ∈ N, s ∈ {1, ...,2m} and σs ∈ ∆s, by the definition of

γ2m, m ∈ N, the triangle inequality, (9) and (10), we have

|γ2m(xk1)− γ2m (x0)| ≤
1
k2

1

and

|γ2m(xki)− γ2m
(
xki−1

)
|

≤ |γ2m(xki)− γ2m(x0)|+ |γ2m
(
xki−1

)
− γ2m(x0)| ≤

1
k2

i
+

1
k2

i−1
<

2
k2

i−1
,

for all i ∈ {2, . . . ,s}. Hence, applying the monotonicity of ϕ1, inequality (1) with

λ =
1

k2
i−1

, i ∈ {2, . . . ,s}, we get

ϕ1(|γ2m(xk1)− γ2m (x0)|)≤ ϕ1(
1
k2

1
)≤ 1

k2
1

ϕ1(1)≤
1
k2

1
ϕ1(2), (12)

and

ϕ1(|γ2m(xki)− γ2m
(
xki−1

)
|)≤ ϕ1(

2
k2

i−1
)≤ 1

k2
i−1

ϕ1(2), i ∈ {2, . . . ,s}. (13)

Therefore, by (2), (11), (12) and (13), we obtain

VarΦ (γ2m)≤ max

{
1
k2

1
ϕ1(2)+

s−1

∑
i=1

1
k2

i
ϕ1(2) : σs ∈ ∆s , s ∈ {2, ...,2m}

}
,

whence

VarΦ (γ2m)≤ 2ϕ1(2)
2m

∑
i=1

1
i2
, m ∈ N. (14)

Similar reasoning shows that

VarΦ(γ2m−1, I)≤ 2ϕ1(2)
2m−1

∑
i=1

1
i2
, m ∈ N,

which, together with (14), implies that γn ∈ ΦBV (I) and

VarΦ(γn, I)≤ 2ϕ1(2)
n

∑
i=1

1
i2
, n ∈ N. (15)

Let us note that, by the definition of γn,

γn(x0) = f (x0) = g(x0), n ∈ N, (16)
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and, for all m ∈ N, i ∈ N,

γ2m(x2m) = f (x2m) = γ2m+i(x2m), γ2m−1(x2m−1) = g(x2m−1) = γ2m−1+i(x2m−1).
(17)

Moreover, let us observe that for every x ∈ I\{xn : n ∈ N} there exists n0 ∈ N such
that

γn(x) = γn0(x), n ≥ n0, n ∈ N. (18)

Put

γ(t) := lim
n→∞

γn(t), t ∈ I.

By (16), (17) and (18) the function γ is well defined. Moreover, by Lemma 1(iii) and
(15),

VarΦ(γ, I)≤ lim
n→∞

inf

(
2ϕ1(2)

n

∑
i=1

1
i2

)
,

therefore the convergence of the series
∞

∑
i=1

1
i2

implies that γ ∈ ΦBV (I). Since, by the

continuity of f and g and

sup{|γn (x)− γ (x)| : x ∈ [a,b]} ≤ sup{| f (x)−g(x)| : x ∈ [a,xn]} ,

the sequence (γn)n∈N tends uniformly to γ, the function γ is continuous.
Thus there exists a function γ ∈CΦBV (I) and a sequence (xn)n∈N such that

γ(x2n−1) = g(x2n−1), γ(x2n) = f (x2n), xn ∈ I, n ∈ N.

According to the first part of the proof, we have

K(γ)(x2n−1) = K(g)(x2n−1), K(γ)(x2n) = K( f )(x2n), n ∈ N.

Hence, by the continuity of K(γ), K( f ) and K(g) at x0, letting n → ∞, we get (8).
When x0 is the right endpoint of I, the argumentation is similar.
Now, we are in a position to construct the function h. For an arbitrary y0 ∈ R

let us define a function Py0 : I → R by

Py0(t) := y0, t ∈ I. (19)

Of course Py0 , as a constant function, belongs to CΦBV (I). To define the function
h : I ×R→ R, fix arbitrarily x0 ∈ I, y0 ∈ R and put

h(x0,y0) := K(Py0)(x0).
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Since, by (19), for all functions f ,

f (x0) = Pf (x0)(x0),

according to what has already been proved, we have

K( f )(x0) = K(Pf (x0))(x0) = h(x0, f (x0))

which means that K is a Nemytskij composition operator with a generator h. We
obtain the continuity of the function h by Theorem 1 of [12]. As the uniqueness of
the function h is obvious, the proof is completed. 2

Remark 1. Taking ϕi(u) = ϕ1 (u), i∈N, one gets the main result of [3] and taking
ϕi (u) = λiu, i ∈ N, where (λi)i∈N is a Waterman sequence (i.e., if λi → 0 as i → ∞

and
∞

∑
i=1

λi = ∞) the main result of [4].

4. Uniformly bounded operators with memory
in the spaces of continuous functions of bounded Φ-variation

Let us start by recalling some basic facts concerning the uniformly bounded
Nemytskij composition operators acting between Schramm spaces.

Definition 2 ([13], Definition 4.1). Let Y and Z be metric (or normed) spaces.
A mapping H : Y → Z is said to be uniformly bounded, if for any t > 0 there is
a nonnegative real number γ(t) such that for any set B ⊂ Y we have

diamB ≤ t ⇒ diamH(B)≤ γ(t).

Definition 3 ([10], Definition 6.26). We say that a pair (X (I) ,Y (I)) of normed
function spaces (X(I),∥·∥X) and (Y (I),∥·∥Y ) has the uniform weak Matkowski prop-
erty, if whenever the Nemytskij composition operator H maps the space (X(I),∥·∥X)
into the space (Y (I),∥·∥Y ) and is uniformly bounded, the corresponding generating
left regularization of h, i.e., the function h− : I−×R→ R defined by

h−(x,y) := lim
s↑x

h(s,y), x ∈ I− = (a,b]; y ∈ R,

must have the form

h−(x,y) = α(x)y+β (x), x ∈ (a,b], y ∈ R,

for some functions α,β ∈ Y (I).
Similarly, we say that (X(I),Y (I)) has the uniform Matkowski property, if the

generator h of the uniformly bounded Nemytskij superposition operator H : X (I)→
Y (I) has the form

h(x,y) = α(x)y+β (x), x ∈ [a,b] , y ∈ R,
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for some functions α,β ∈ Y (I).

Theorem 2 ([10], Theorem 6.29). Let X (I) and Y (I) be two function spaces
over [a,b] such that the space Pn ([a,b]) of polynomials of degree not exceeding n,
equipped with the norm of X (I), is imbedded into X (I) for each n ∈ N and Y (I) is
imbedded into some space ΦBV ([a,b]) of functions of bounded Schramm variation
with norm (5). If a generator h : [a,b]×R→R of a corresponding Nemytskij compo-
sition operator acting between X (I) and Y (I) is such that for any x ∈ [a,b] a function
h(x, ·) : R→ R is continuous with respect to the second variable, then (X (I) ,Y (I))
has the uniform weak Matkowski property.

Remark 2. In the original version of Theorem 2, the assumption that for any
x ∈ [a,b] a function h(x, ·) : R→ R is continuous with respect to the second variable
is omitted, but it is necessary for the correctness of the proof.

Let us recall that a function space (X (I) ,∥·∥X) is imbedded into another function
space (Y (I) ,∥·∥Y ) (denoted by X ↪→ Y ), if X (I)⊆ Y (I) and

∥ f∥Y ≤ c∥ f∥X , f ∈ X (I) ,

for some imbedding constant c > 0 independent of f .

Now, we are in a position to give a characterization formula for operators with
memory in the spaces of continuous functions of bounded Φ-variation which are,
additionally, uniformly bounded.

Theorem 3. Let Φ= (ϕi)
∞
i=1 and Ψ= (ψi)

∞
i=1 be two Schramm sequences and I be

a compact interval of a real axis. If an operator with memory K mapping CΦBV (I)
into CΨBV (I) is uniformly bounded, then there exist α(·) and β (·) ∈CΨBV (I) such
that

K( f )(x) = α(x) f (x)+β (x), f ∈CΦBV (I), (x ∈ I). (20)

Conversely, if there exist T > 0 and C > 0 such that (6) is fulfilled, and an operator
K : RI →RI is defined by (20) for some functions α,β ∈CΨBV (I), then the operator
K maps CΦBV (I) into CΨBV (I), has the memory property and is uniformly bounded.

Proof. By Theorem 1, every operator with memory K mapping CΦBV (I) into
CΨBV (I) is the Nemytskij composition operator, that is of the form (7), with
a continuous generator h. Since Pn ([a,b]) ↪→CΦBV (I), by Corollary 1 of [12], and
(CΨBV (I),∥ · ∥Ψ) is a closed subspace of (ΨBV (I),∥ · ∥Ψ), i.e., CΨBV (I) ↪→ΨBV (I),
using Theorem 2 and Definition 3, we get a required form (20) of an operator K,
by continuity of h with respect to each variable.

In contrary, since every operator defined by (20) has memory property and the
space (CΨBV (I) ,∥ · ∥Ψ) is a Banach algebra, the proof is completed. 2

As a by-product, we obtain the following

Corollary 3. The pair (CΦBV (I),CΨBV (I)) of the normed spaces (CΦBV (I) ,∥ · ∥Φ)
and (CΨBV (I) ,∥ · ∥Ψ) has the uniform Matkowski property.
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5. Conclusion

Applying the main result of [12], we prove that every operator with memory K
mapping a Banach space CΦBV (I) of continuous functions of bounded variation
in the sense of Schramm into another space CΨBV (I) is a Nemytskij composition
operator with the continuous generating function h. By choosing the appropriate
Schramm sequences Φ = (ϕi)

∞
i=1this, among others, generalizes previous results [3]

and [4]. Moreover, under the additional assumption that the operators with memory
are uniformly bounded, we observe that operators of such a type must be of the form
K( f ) = α · f + β , where α and β are the elements from the space CΨBV (I). As
a by-product, we obtain that the pair (CΦBV (I),CΨBV (I)) of the normed spaces
(CΦBV (I) ,∥ · ∥Φ) and (CΨBV (I) ,∥ · ∥Ψ) has the uniform Matkowski property.
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[3] Wróbel, M. (2013). Locally defined operators in the space of functions of bounded ϕ-variation.
Real Anal. Exch., 38(1), 79-92.
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