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Abstract. The investigation of a Markov queueing network with positive and negative
customers and positive customers batch removal has been carried out in the article.
The purpose of the research is analysis of such a network at the non-stationary regime,
finding the time-dependent state probabilities and mean number of customers. In the first
part of this article, a description of the G-network operation is provided with one-line
queueing systems. When a negative customer arrives to the system, the count of positive
customers is reduced by a random value, which is set by some probability distribution.
Then for the non-stationary state probabilities a Kolmogorov system was derived of differ-
ence-differential equations. A technique for finding the state probabilities and the mean
number of customers of the investigated network, based on the use of an apparatus of multi-
dimensional generating functions has been proposed. The theorem about the expression
for the generating function has been given. A model example has been calculated.
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1. Introduction

G-networks or queueing networks with positive and negative customers was
introduced by Gelenbe [1]. Such networks with batch removal of positive custom-
ers are used in the development of computer systems and networks models,
in which defective problems (negative customers) destroy tasks or user jobs
(positive customers). Task handlers are the processes running on servers; custom-
ers - user jobs for processing [2].

Let’s consider an open G-queueing network with # single-line queueing
systems (QS). To the S; system external environment (QS S;) a simple flow
of customers arrives with the rate A;, and a simple flow of negative customers with

the rate A, i= 1, n. All customer flows that arrive to the network are independent.
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The service durations of positive customers in i-th QS distributed exponentially
with the rate g, i=1,n.

In the articles [3-5], a G-network at a transient (non-stationary) regime has been
investigated. At that negative customer, arrivining to the system, where there were
positive customers, immediately destroy one of them, and then immediately left
the network, not having received service in the QS. In the article [6] was conducted
analysis at non-stationary regime of G-network with signals, and in the article [7] -
G-network with signals with random delay.

In this paper, we describe in more detail the other behaviors of negative
customers, which arrive to the network systems. Let at time 7 in the system S, there
are k, > B, positive customers, where B, - integer random value. Negative customer
arriving to the some system of the network instantly destroys (removes from the
network) destroyed immediately B; of positive customers. If &, < B;, the system S,
completely is devastated (all positive customers, which are in this QS at a given
time are immediately destroyed). Thus, random value B;, which effectively deter-
mines the maximum size of the destruction batch of customers in QS S;, is subject
to an arbitrary discrete distribution law:

P{Blzm}:ﬂinanl' (1)

Gelenbe studied such behavior of negative customers considering signals
in the paper [8], but only at stationary regime.

As previously explained, in each network system only positive customers are
serviced. A positive customer serviced in the QS S,, with probability p; sent to

the QS S, as a positive customer, with a probability p; - as a negative customer,

and with probability p,,=1- Z (p; + p;) leaving from the network to the external
Jj=1
environment (QS S,), i, j =1, n.
The state of the network at time # meaning the vector

k()= (k1) = (k. 1), (ko 1)..... (1)), &)

which forms a Markov random process with a countable number of states, where
state (k,,z‘) means that at time ¢ in QS S, there are k; of positive customers, i =1,#.

2. The system of the difference-differential Kolmogorov equations
for the network state probabilities

We introduce some notations. Let’s P(k,t) - probability of the network state k

LLx>0; . .
at time ¢; u(x) - Heaviside function, u(x) :{0 <0 ; I, - a vector of dimension
,x <0.
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n, consisting of zeros, except for the component with number of i, which is equal
to 1, i=1,n.Let’s allows

ki=k+1 =(kky,.nk, +1.....k, ),
k" =k+ml, = (ky,kysosk, +m,. k), m>1,
ki=k—1=(k,kyp sk, —1,....k, ),
ki =k L =1, = (kg + Lk, = 1k, ),
k= k4 1+ ml = (ks Lk, 4k, m2 1 3)

There are following transitions of a random process k() to the state (k,t) during

time Ar:

1) from the state (%, ,?), in this case, during time Af a positive customer arriving
to the QS S, with probability A, u(k, () At + o(At);

2) from the state (k;,¢), wherein the positive customer leaves the network
or in an external environment passes into QS S; as a negative customer,
if it had no customers; the probability of such an event equals
(,u, Dio + 1 pu-_( 1- u(k(, (t))))At + O(Az‘);

3) from the states (k;",7), in this case a negative customer arrives to the QS S,
and destroys a random batch of positive customers; the probability of such
event is equal to A, (1 - u(k, (t)))i T AL+ O(At);

m=1

4) from the state (k;,7), in this case, after the servicing of a positive customer
in the QS §; it goes to the QS S;; the probability of such an event is equal to
4; p;u(k. ; (t))At +0 (AD);

5) from the states in this case, after the servicing of a positive customer in the QS
S, it goes to the QS §; as a negative customer, which destroys in it random

batch of positive customers; the probability of such an event is equal to

oy (1= ulk, () 3 A+ 0(AF);

m=1
6) from the state (k,7), while in each QS §,, i=1,_n, there are no positive

customers nor any negative customers arriving, and which during Ar was
not to serviced by any customer; the probability of such event is equal to

1—i[40+, + Ao +,u,]At+0(At), i=ln;
i=1

7) of the remaining states with a probability o(Af).

1
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Then, using the formula of total probability, we shall have
P(k,t+At)= Z (22,80 +0(A0)) P(k7 ¢ )l () +
i=1

+ Ay, i (7, AL + o(At))P(k,-+ " t) +

m=1

" zo,zﬂ,,,,zp( )1 = ulk () + o) +
+ Z{(,u,p,, At+0 At)) ( N ) (k (t))
+ z Tim (,u,p,j At + 0(At))P(k++”’ N )

m=1

m-1

+ Z - z Pl o)1= ulle, (o))t + o(Ar)+

m=1

+ (,u,py- At + 0(At))P(k,+ , t)( 1- ”(k;/ (t)))} +
(1 proat + oA P 1)+ (1= (g, + A + g e +o(a0))P(kat)]. ()

Dividing both sides of this relation by As and passing to the limit At — 0, we
obtain that the non-stationary states probabilities of the considered network satisfy
the following system of difference-differential equations

dP(k f) z [ﬂg,'i‘ﬂo/"‘/uz]})(kt Zﬂ« k(t) ( )

+ 21: [ 1 [ Do+ le p; (1= ulk, (t)))j] Pli;r.1)+
+Z/10,{27r,,,,[ Pl 1)+ (1 - ulk, (0))) EP(k” )}} (5)

r=0

¥ Z{,u pull, )Pk 1)+ iﬂ,m{y, oo Pl )+ (=l ) Pk, t)}}

ij=1 m=1 =0

Suppose that all systems of the network operating in a heavy traffic regime,
ie. k;(t)>0, V>0, i =1,n. Taking this assumption into account, the system (5)
takes the form
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dp(k.t)
dt

21:/1 Pli; o)+ Z ,u,p,OP(k e 203 2P0 +

i=l m=1

+Z{#1Pu ( ) Zﬂ,mﬂ,p,, (k'” )} (6)

ij=1

[/10,+/10,+/¢,]P(k 1)+

3. Finding network state probabilities using the generating function

Denote by P, (z 1), where z=(z,,2y,....2,), |z|<1, n-dimensional generating
function:
¥, (z,1)= i i ...ip(kl,..,k",t)z{‘lzgz e Zhn = i..ip(k,r)ﬁz,"f (7)
fy=0ky =0k, =0 k=0 k=0 i=1

Multiplied (6) on Hzlk’ and adding together all possible values &, from 0 to
/=1
+0, [ =1,n, obtain:

i;: i;:dpc(ﬁ )H 1"2 (ﬂo;"‘ﬂo;"‘ﬂz)i 20P(ktHZI/+

=1 =

S S P [ T2+ w0 S -2 rle Pl )z

i=1 k=0 k,=0 =1 i=1 k=0 k,=0 =1
32550 S, el )Hszzy,pyz 3 Pl [ T2+
i=1 k=0 k,=0m=1 i,j=1 =0 k,=0 =1

Y ,mﬂ,pyZ 3P (k;*m,t)l'[z/. (®)
.= =0 k,=0 1=1

then we can show that

Zl (z,1)= ZI[),Z,- i P(k,t)Hz,k’zzzl:ﬂg, z, ¥, (z2,1).
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For the sum of Zz(z t Z,u,p,oz ZP( )ﬁzlk’ we have:
l=0  k,=0 I=1
22(z,t):im‘l’n(z,t)—zn:m i P(kl,...,k,_l,o,k,+l..,k",t)ﬁz,"f.
=1 Zi =1 Zi k=0 I=1
j=Ln,j#i I#i

For the sum of Z (z t) Z Aoi Z ZZ 7r,,,,P(k,+m,t)ﬁ z}" we will have:
=1

i=1 k=0 k,=0m=1

8

n

Z P(kyeeki 10,k k O] 217
=0 =1

> =33, °"P( =22 T
i=1 m=1 Zj kj: !

m
i=1 m=1
J=Ln, j#i

For the sum of Z4(z,t)=zn:,u,-p;i...i P(k + 1, —Ij,t)ll[z,k’ we obtain:
=1

i,j=1 k=0 k,=0
> 0=3 wpy L, () -
i,j=1 Z
- Z /ulpy z P(kls ’kz 190 k1+1> >kn’t)HZ :
i,j=1 Z k=
m=ln,m#j 1¢1

And finally, for the last sum

2.5(=0= ZZ%M%Z TN N El
i,j=1m=1 =0 k,=0 /=1

we shall have:

n

- 21
Z S(Z’t)zzzﬂ-lm/uipij ﬁl}ln(z’t)_

i,j=lm=1 i“j

- z zﬂzmﬂzpy z P(kb >k1 130 k1+19 >knst)]:[z :

i, j=lm=1

zZiz ﬁ;=
=ln,s# ] Z:tl

Therefore, the generating function is a fairly ordinary inhomogeneous linear

ordinary differential equation
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L RS RINE E ) e

i=1 i=1 m=1 Zj

- Z ’u’plj - Zzﬂ-tmﬂlpy b4 (Z t)

Z i,j=lm=1 i‘

_zﬂl_éﬂ) i P(kl,...,k,-_l,O,kHl,.,kn,t)ll[Z;k]_

Zi k=0 1=l
j=Ln,j#i [
n o0 ﬂ, 0 n
0i ki
_ZZ Tim iz z P(kb /19 /+1"’kn>t)Hzl -
i=1 m=1 1=1
j= ln J#i 1#i
- Z/ulpu Z P(kla kl 1909k1+19 knﬁt)l IZ
i,j=1 Zj
m= lnm::] l==1
0
- Z Z”{mﬂlplj Z P(klﬁ“"kl—l’O’kHl’ > n’t)HZ . (9)
i,j=1m=1 Ziz ‘/ kg=0
s=1,n,5# ] 1#1

Since all of the whole QS network operate under high load conditions, the last
two expressions in the form of the sums in equation (9) will be zero, and it
becomes homogeneous:

dl{]n L - + - N + ; Ea(El ﬂ"
TR R 10 e

i=1 i= i=1 i=l m=1 Zi

N Z ’u’pU Zzﬂ-tm/ulpy m:|lP"(Zﬂt)'

Zj i,j=lm=1 Ziz J
Its general solution has the form

< + - 7177/1 i
lPn(zal‘)zcvnexp _Z|:2’01+2“01+/u1 /10 Z; __(/U,P;O"'Z :

i=1 m=1 i

_/ulzptj Z; lutzzﬂtmlulplj mj . (10)

Jj=lm=1

We assume that at the initial moment of time, the network is in state
(al,az,...,an,O), a, >0, P(al,az,...,an,0)=1, P(kl,kz,...,kn,0)=0, Vo, #k;,

i=1,n. Then the initial condition for the last equation (10) will be
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Y, (z,0)= P(al,az,...,an,O)Hz“’ = Hz . Using it, we obtain C,=1. Thus,
I=1
the expression for the generating functlon WY, (z,t) has the form

¥ (z,1)= ao(t)exp{Zlo,zt }exp{z HiPio }exp{ZZﬂw " }

i=1 Zj i=1 m=1

Xexp{z#/p// ]l}exp{zzﬂ-nﬂ#/p// m }HZ (11)

i,j=1 i,j=lm=1 Ziz J

where

n

ao(t)= exp{— (o + o+ 14, )f} :

i=1

To find the probability of the network states, we transform (11) to a convenient
form by expanding its member exhibitors in a Maclaurin series. We can show that
the statement is true.

Theorem. The expression for the gemerating function can be represented
in the form

n
Z (1i+ql+rl+ul+wf )

/1= =0 ¢1=0 qn=0 n=0 u1=0 0 w,,=0
— .
el n
+ ’ I I Ui +w; n +
» /101 /‘zpzo ﬂ'OI ﬂ'lmJ Hi o pl_[ I I I I”Implj
m=1 Jj=1 J=1 m=1
<[ 1 x
i1 Llg vty !
« Zot +,—q;—mr,—u;=U—mw, —mW] (12)

where U=Zu,, W=Zw,.
i=1 i=1
The probability P(k,,k,.....k,.t) can be found as the coefficient of z{1z52..z%
in the expansion of function ¥, (z,#) in multiple series (12), and the mean number
6‘1’,,(2,1‘)

of customers in the system S, in the form N, (r)= 3
Z

i z=(1,1,...,1)
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4. Model example

In this example the count of QS n =35 lets arriving probabilities of customers to
i-th QS be respectively equal P01 =03, p32 =0.1, pg3 = pos=pPos =0.2,
Po1 = Pox = Po3 = Pos = Pos = 0.2, and ZPO; =1, Zpo, =1

i=1 i=1
Consider the time interval [0; T]. As a time unit we take 1 hour, then 7 =24 h.
Let the arriving rates of positive and negative customers be respectively equal
A"=100 and A =90. Let’s arriving rates of positive and negative customers to

each QS 4, and A, taking into account that A5, = A" pg;, Ay =4 pois i=15,
respectively will be equal: A5, =30, A, =10, A5;=20, A, =20, A5 =20
A1 =15, Ag, =15, Ay =15, Ay, =15, Ays =15. Suppose, that service rates of
customers in QS are equal: g4 =50, u, =50, 1, =50, p, =50, us =50.

Let us also transition probabilities of positive and negative customers between
QS be equal pf;=0.1, p,=03, p,=0.1, pi=0.05 p;=005 i=35,

5
po=1=3(p,+ 11, )=0.15 p3 =01, p3 =0.1, p} =02, py, =0.1, py, =0.05,

J=1

5
Py =005, i=35, py=1-3(p5,+ps,)=02, p, =01, pi=01, i=13,

J=1

5 —_—
Py =0.05,p} =005, i=45, /=35, po=1-(p; +p;)=02,i=35.
Jj=1
425[

Calculations have shown that a,(r)=e

Let’s a random value B, has a Poisson distribution with parameter 4 >0 and

/Im _
let m =35, then (1) takes form z,, ——'e‘l, m=0,5,i=15.Letalso A=5.
m:

We need to find, for example, state probability P(l 2,3,4,5, t) It is the coeffi-

cient of z/z3zizjz> in the expansion of Ws(z,7) in multiple series (12), so that
the degree of z; must satisfy the relation o, +1,—q,—mr,—u;—U —mw, —mW =k,

i=1,5, where ki=1, ky=5, k;=3, k,=4, ks=5. Hence it follows that
q, =, +1, —mr,—u, =U —mw, —mW —k,, i=15,
g =c;+1 —m [r+w+2w}—(u +Zuj
5
l,+q,+r,+u,+w,=a,+2l,+r,+u,+w,—m(r,+w,+ZW,J—[u,+Zu,J—k,,

i=1
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i =15,

i=1

134
5
Lvq,+r+u +w -o;+21 +(1 m)(r,+w,)—m2w,—2u,—k,, i
i=1

v +U; +W)

1

5
Zl+q,+
i=1

i(a +21)+5(1—m)g(r, +w,)—4(mW +U +k,)

z ;

Then from (12) we find that
(1 2,3,4,5,t)=e"
> (a+20; 4(1-m) > (r3+w; -4 (mW +U +k; )
i=1 X

0 0
2, Z -
i =0
1,5 i=15
Ui
RCE TP § v
r,+w,+2w,—u+2u, ki - -
SRR i
X

i=1

) Gupo ) -
5 5
l'(a +1 (r +w +2w,j—[u,+2u,J—k,j'r'u Iw,!
i=1

[\28
Ms

-
b ‘o

(=1

li= 1

W

m=0

.=1,

W

1

<1
i=1
it i i M i
i=1
w
5 m J
pl _ﬁjj

/u p/lH_e

mO

5 .
T ) ) [
j=1
Figure 1 shows a chart of the state probability P(1,2,3,4,5,¢) for diffeEnt t on
is i =0,i=15.

the condition that at the initial time, the network is in a state of a

Pty ¢

1,5 1018

i /
/

1.10°18
/

510 L
o | el : .
0,1 0,2 0,3 0.4 0,5
Fig. 1. The chart of the state probability P(l 2,3.4,5 t)

0
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Calculating the partial derivative of the generating function (12) by variable z,
in dotz=(1,1,...,1), and carrying out a series of mathematical transformations,

we find that the mean number of customers in the queue system S, is calculated

by the formula

0 o0 0
N(O)=a,1)D .. > kD
k1=0  k;=0 k=0 n=0 r,=0 1, =0 wi=0 w
n
ay—mn —uy=U—-mwi—mW  o,—mry,—u,—U-mw, —mW Z(k, -aj+2q; +(m+1)(r, +w; )+2u, +U+mW)
> G x
q1=0 qn=0
0 ’i n u’ n @0 "V]
+ Yi—cit+girmiu+U+mw+mW g _ U+ + -
" )‘01 (/ulpt()) 201 I I”lm Hi I Ipl_] I I I I”mzplj
% H m=1 J=1 Jj=l m=1
i (k,-—a,-+q,+mr,+u,+U+mw,-+mW)!q,-!r,!u,!w,!

Figure 2 shows a plot of changes of the mean number of customers in QS S,

N F
L f,a" ‘._\
30 - II \‘\I\.
o \
| "\
20
L II| \.\..
| A
| \
10+ IlI \,
L \\
O 1 1 - — — 1
0.4 0.6 0.8 1 t

0 0.2
Fig. 2. The chat for changes of the mean number
of positive customers N,(¢) in QS S,

5. Conclusions
In the article an investigation of Markov G-network was conducted in the case

when a negative customer can destroy a random batch of positive customers.
For such a network operating under a heavy traffic regime, finding a technique
for non-stationary state probabilities and a mean number of customers in network

systems was proposed using an apparatus based on the use of multivariate generat-

ing functions.
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