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Abstract. In this paper we present a novel approach for image description. The method 

is based on two well-known algorithms: edge detection and blob extraction. In the edge 

detection step we use the Canny detector. Our method provides a mathematical description 

of each object in the input image. On the output of the presented algorithm we obtain 

a histogram, which can be used in various fields of computer vision. In this paper we 

applied it in the content-based image retrieval system. The simulations proved the effec-

tiveness of our method. 
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1. Introduction 

Along with the development of the Internet and a possibility of capturing imag-

es, a new area of expertise was created. Accurate image content description [1, 2] 

is one of the greatest challenges of computer science. Effective browsing or retriev-

ing images is used in various fields of life, e.g. medicine, crime prevention, face 

recognition, robotics, military and many others. Precise mathematical description 

of visual objects is difficult because we need to overwhelm the semantic gap 

between human recognition and recognition performed by computers. Image feature 

extraction can be based on various attributes, i.e. color [3], texture [4], shape [5, 6], 

local features [7], multiresolution wavelet analysis [8-11] and their improvements 

[12, 13]. It seems to be interesting to develop a novel method for object descrip-

tion. Such mathematical features can be used in further processing of various sys-

tems. The following subsections briefly describe the most important algorithms 

used in our method. 

1.1. Edge detection 

In the literature we can find many methods for edge detection. The Canny edge 

detector [14-16] is one of the most commonly used image processing methods 
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for detecting edges. It takes as input a gray scale image, and produces as output 

an image showing the positions of tracked intensity discontinuities. The algorithm 

runs in four separate steps [17]: 

1. Noise reduction. The image is smoothed by applying an appropriate Gaussian 

filter 

2. Finding the intensity gradient of the image. During this step the edges should be 

marked where gradients of the image have large magnitudes 

3. Non-maxima suppression. If the gradient magnitude at a pixel is larger than 

those at its two neighbors in the gradient direction, mark the pixel as an edge. 

Otherwise, mark the pixel as the background 

4. Edge tracking by hysteresis. Final edges are determined by suppressing all 

edges that are not connected to genuine edges. 

The effect of the Canny operator is determined by parameters: 

• The width of the Gaussian filter used in the first stage directly affects the results 

of the Canny algorithm 

• The thresholds used during edge tracking by hysteresis. It is difficult to provide 

a generic threshold that works well on all images. 

The Canny detector basically finds edges where the pixel intensity changes (image 

gradient). Before edge detection the non-important edges need to be removed. 

Thus the Gaussian smoothing method is applied. To approximate gradient for both 

directions (x, y) the following formula was used [17]: 
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The edge strengths can be calculated by the Euclidean distance measure (3) or 

Manhattan distance measure (4) [17]: 
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where 
x
G  is gradient in horizontal direction, y

G  is gradient in vertical direction. 

The edge direction can be described by the following formula [17]: 
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Figure 1A shows an input image and Figure 1B represents the edge detected image. 

As can be seen, the edges were detected correctly, 

is low. 

1.2. Blob detection 

Blob detection is one of the basic methods of image processing. It allows to

detect a list of blobs (objects) in the image. Unfortunately, obtaining homogeneous 

objects from an image as a list of pixel

we deal with a heterogeneous background, i.e. the objects containing  multicolored 

background. There are many methods for extracting objects (blobs) from images 

[18-22]. In this paper we use methods implemented in 

These algorithms are described by Andrew Kirillov 

Convex full, Left/Right Edges, Top/Bottom
 

Fig. 2. Comparison of methods for blob detection used in the AForge.NET library 
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Fig. 1. Edge detection 

Figure 1A shows an input image and Figure 1B represents the edge detected image. 

As can be seen, the edges were detected correctly, because the image gradient

Blob detection is one of the basic methods of image processing. It allows to

detect a list of blobs (objects) in the image. Unfortunately, obtaining homogeneous 

objects from an image as a list of pixels is a challenging task. Especially, when

we deal with a heterogeneous background, i.e. the objects containing  multicolored 

background. There are many methods for extracting objects (blobs) from images 

22]. In this paper we use methods implemented in the AForge.NET library. 

These algorithms are described by Andrew Kirillov [23] and exist in four variants: 

Convex full, Left/Right Edges, Top/Bottom Edges, Quadrilateral, shown in Figure 2.

. Comparison of methods for blob detection used in the AForge.NET library 
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Figure 1A shows an input image and Figure 1B represents the edge detected image. 

because the image gradient 

Blob detection is one of the basic methods of image processing. It allows to 

detect a list of blobs (objects) in the image. Unfortunately, obtaining homogeneous 

s is a challenging task. Especially, when 

we deal with a heterogeneous background, i.e. the objects containing  multicolored 

background. There are many methods for extracting objects (blobs) from images 

the AForge.NET library. 

and exist in four variants: 

Edges, Quadrilateral, shown in Figure 2. 

 

. Comparison of methods for blob detection used in the AForge.NET library [23] 
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Figure 2A illustrates Quadrilateral detection method. As can be seen, round edges 

of the objects are not detected correctly. Much better results are obtained by the 

Top/Bottom Edges algorithm (Fig. 2C). Edges of objects are detected mostly cor-

rectly, with individual exceptions. The Left/Right Edges method behaves similarly 

(Fig. 2B). The last method has a problem with the detection of vertices inside 

figures, e.g. star-shaped objects (Fig. 2D). 

2. Proposed method for image description 

In this section we present the novel method for image description. Our approach 

is based on two well-known algorithms: edge detection and blob extraction. 

The first step is to perform the edge detection method. This step is crucial because 

the correctness of detected edges will have effect on the blob extraction step. Thus, 

the selection on two input parameters of Canny detector is a key stage. In our 

experiments we select these parameters empirically for each image class (dino-

saurs, car cards, mountains, etc.). The second stage of our method is blob detection 

and blob extraction. Both of them are tightly connected. The first one allows to 

locate the blob (object), and the second one performs the object extraction. We use 

the Quadrilateral algorithm for this step. It allows to determine blob properties such 

as: ROI (Region of Interest), center of gravity, edge points. The last property is 

extremely important in the next step of our method. From four edge points 

extracted by the Quadrilateral we calculate the following distances: Top, Bottom, 

Left, Right. For example, the top is distance between two most distant points in top 

image direction. The remaining distances are calculated in the same way. Last 

stage of our algorithm creates the histogram for each based on calculated distances. 

Histograms are often used in Content-Based Image Retrieval (CBIR) for compar-

ing images (e.g. with Euclidean or Manhattan distance), thus such histograms 

can be used as feature extraction stage of CBIR. These steps can be described 

by the following pseudo-code: 

INPUT: Input image 

OUTPUT: Histograms 

1. edgeDetectedImage := DetectEdgesByCanny(thresh, threshlinking); 

2. DetectBlobs(edgeDetectedImage); 

3. blobs := ExtractBlobs(edgeDetectedImage); 

4. ForEach ����� 	�	����� do 
{ 

���� ∶= CalculateDistance	����� .
��
���������������, �����; 

������� ∶= CalculateDistance	����� .
��
���������������, 	��������;  
�����: = CalculateDistance	����� .
��
���������������,			������;  

						���ℎ��: = CalculateDistance	����� .
��
���������������,				���ℎ���; 

							ℎ��������� ≔ CreateHistogram	���� , 	������� , ����� 	, ���ℎ���; 
} 
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Fig. 3. Object histogram which provides a mathematical description of a visual object

In Figure 3 we can distinguish four bins which describe four edges of the

detected object (blob). Such mathematical description allows to compare content of 

visual objects (and images) by measuring 

axis contains the edges labeled by direction (top, bottom, left, right). The vertical 

axis provide the calculated distance of the edge.
 

Fig. 

Figure 4 shows a block diagram of the proposed method. The output histograms

is a mathematical description of the input image, thus our meth

as a preprocessing stage for a more complex image retrieval system.

3. Experimental results

In this section we present the results of the experiments. The simulation environ

ment were written by the authors in .NET Framework with AForge.NET library 
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. Object histogram which provides a mathematical description of a visual object

In Figure 3 we can distinguish four bins which describe four edges of the

detected object (blob). Such mathematical description allows to compare content of 

visual objects (and images) by measuring distance between them. The horizontal 

axis contains the edges labeled by direction (top, bottom, left, right). The vertical 

rovide the calculated distance of the edge. 

Fig. 4. Block diagram of the proposed method 

Figure 4 shows a block diagram of the proposed method. The output histograms

is a mathematical description of the input image, thus our method can be used

as a preprocessing stage for a more complex image retrieval system. 

Experimental results 

In this section we present the results of the experiments. The simulation environ

were written by the authors in .NET Framework with AForge.NET library 
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. Object histogram which provides a mathematical description of a visual object 

In Figure 3 we can distinguish four bins which describe four edges of the 

detected object (blob). Such mathematical description allows to compare content of 

distance between them. The horizontal 

axis contains the edges labeled by direction (top, bottom, left, right). The vertical 

 

Figure 4 shows a block diagram of the proposed method. The output histograms 

od can be used 

In this section we present the results of the experiments. The simulation environ- 

were written by the authors in .NET Framework with AForge.NET library 
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and C# as programming language. Test images for simulations were taken from the 

Corel database. We selected images from various classes and divided each class

in two sets. First set (90

(10%) serves as query images.

  To evaluate performance of our method we based our experiments on two

established  measures: Precision and Recall. In order to calculate these measures 

we need to use the following sets of images

• AI - set of appropriate images,

• RI - set of returned images,

• Rai - properly returned images,

• Iri - improperly returned images,

• Anr - proper not returned,

• Inr - improper not returned images.

Precision and recall can b

 

 

 Fig. 5. Performance measures diagram

During our experiments we obtained the following results, presented in Table 1. 

The measures were normalized and presented as percentage values. As can be seen, 

the algorithm proved to be effective and the 

cantly low. 

The presented method seems to be effective in image retrieval purposes.

We have implemented the results evaluation system and we also examine our result 

empirically. Figure 6 shows the result of a single query image. Image with border 

is the query image. Our method was compared with multiresolution wavelet analysis
and provided better results in image retrieval. Methods based on wavelet analysis  
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and C# as programming language. Test images for simulations were taken from the 

Corel database. We selected images from various classes and divided each class

(90% of image class) is used for indexing and second on

(10%) serves as query images. 

To evaluate performance of our method we based our experiments on two

established  measures: Precision and Recall. In order to calculate these measures 

following sets of images (see Fig. 5): 

set of appropriate images, 

set of returned images, 

properly returned images, 

improperly returned images, 

proper not returned, 

improper not returned images. 

Precision and recall can be calculated by the following formulas: 
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During our experiments we obtained the following results, presented in Table 1. 

The measures were normalized and presented as percentage values. As can be seen, 

the algorithm proved to be effective and the rai factor is high and the 

The presented method seems to be effective in image retrieval purposes.

We have implemented the results evaluation system and we also examine our result 

empirically. Figure 6 shows the result of a single query image. Image with border 

Our method was compared with multiresolution wavelet analysis

and provided better results in image retrieval. Methods based on wavelet analysis  
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During our experiments we obtained the following results, presented in Table 1. 

The measures were normalized and presented as percentage values. As can be seen, 

factor is high and the anr signifi-

The presented method seems to be effective in image retrieval purposes. 

We have implemented the results evaluation system and we also examine our result 

empirically. Figure 6 shows the result of a single query image. Image with border 

Our method was compared with multiresolution wavelet analysis 

and provided better results in image retrieval. Methods based on wavelet analysis  
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(such as SURF, see [24, 25], or Haar wavelets) provide image description based 

on keypoints. Such description is effective when we need to compare images and 

find corresponding keypoints on both images (determine similarity). Nevertheless, 

when facing the image retrieval problem, we need to describe object, not entire 

image (object + background). Unfortunately, the keypoints are often located in the 

background, hence provide irrelevant data in the indexation phase. 

Table 1 

Simulation results for multi query [%] 

Image Id AI rai iri anr Precision Recall 

1 (1).jpg 33 21 12 7 13 7 

1 (2).jpg 33 31 3 18 3 19 

1 (20).jpg 33 21 12 7 13 7 

1 (21).jpg 33 22 12 8 14 7 

2 (1).jpg 33 27 7 7 7 8 

2 (10).jpg 33 28 6 6 6 7 

2 (11).jpg 33 24 9 9 10 10 

2 (17).jpg 33 28 6 6 6 7 

3 (1).jpg 33 23 11 12 11 12 

3 (10).jpg 33 23 10 11 11 12 

3 (11).jpg 33 27 7 11 7 12 

3 (15).jpg 33 29 4 17 4 17 

4. Conclusions 

The presented algorithm is a contribution to image description and content-

based image retrieval. The experiments proved the effectiveness of our method. 

The algorithm requires two input parameters, which describe the intensity of the 

object edges. The method is based on four main steps: edge detection, blob extrac-

tion, factors calculation and histogram creation. The presented approach can be 

used for content-based image retrieval tasks and image description generally. 

For the purposes of this paper we applied this method in a CBIR system with satis-

factory results. Our approach allowed to describe each object separately instead 

of the entire image thus, the resulting precision increased significantly. 

Presented method was compared with wavelet analysis and provide better 

results. Multiresolution wavelet analysis can be added (in the future work) to our 

method after the object extraction stage is completed, because keypoints will be 

detected only on the extracted object. Such approach will provide two histograms 

(two comparing attributes), which would significantly improve the results. 
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