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Abstract. In our work possibility of support of ranking objects (tasks) is analyzed on base 
of group of lists. We can get these lists both from experts or with help of approximating and 
simple (according to complexity) algorithms. To support  analyze we can use elements of 
neighborhood theory, preferential models, and rough sets theory. This supporting process is 
used for creation final list of tasks sequence. Usually, these problems are connected with 
distribution, classification, prediction, strategy of games as well as compromise searching 
operations. The utilization preference and domination models permits to crisp inferences 
and to force the chronological location of object. In some situations we have deal with dy-
namic character of filling lists resulting from continuous tasks succeeding and continuous 
their assigning to executive elements. The utilization the theory of neighborhood permits to 
locate objects in range of compromised solutions consist in closing to dominating proposal 
group. Main task for us is find the best compromise in aspect to final objects location.  We 
want to defined advantages and drawback of methods basing on mention theories and ana-
lyze possibilities of their cooperation or mutual completions. 

Introduction 

There are many application of preference theory to solving the problems of de-
cision supporting [1-4]. The dynamic scheduling using preferential models and 
rough sets theory does not introduce essential adopting changes in algorithms 
based on this theory but only adjusts to her parameters of data [5-8]. Preferences 
and dominations [9, 10] are used to comparing sequences of assigning tasks to 
realization but previously we should select data and define profiles which repre-
sent tasks (objects) in aspect of preference to execution (final location) [10, 11]. 
The domination in Pareto and Lorenz sense permits to settle basic relations be-
tween sequences of well ordered objects. The preferences of type "at least as good 
as..." estimated as interval (by low and upper their bounds) permit to define zone 
of uncertain solution. In such situations, for decision making we use additional 
criteria (on example the costs of reorganization [12]). 

For defining the tags of localization one used elements of neighborhood theory 
[4, 13] such cooperation, toleration and  collision in range of neighborhood [10, 
14, 15]. They are named according to researched problems. It was connected, 
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among others, with supporting or rejecting the thesis about task location in centre 
of given neighborhood. The closed neighborhoods confirm and support the deci-
sion (the thesis) about assignment the task to concrete location. The relation of 
tolerance have reflective and symmetrical character [13, 16]. The cooperating 
neighborhoods intensify the strength of domination and reduce the influence of 
passivity or small influence of tolerance. The cooperation (the supports of thesis) 
and the collision relation (the postponement of support of thesis, what means indi-
rectly, the support of antithesis) crisp inference mechanisms [12, 17]. Cooperation 
has reversible character. This kind of dependence between relations should simpli-
fy creation of conclusion. According to theory of neighborhood, which we engage 
in procedure of establishing sequent, we increase the autonomy of studied tasks 
groups with reference their distribution. The symmetry of inference increases 
power of decision support at the same time [13, 18]. The  next problem is connect-
ed with dynamic scheduling, and appointing the objective solutions (independent 
on sequent or set of criterions or experts opinions). Obviously, it is not always 
possible, but comfortably is to use interval solutions, particularly in situation, 
when solutions are on border of location classes according to given criterion [19]. 

1. Compromise estimation after process of creating final ranking list 

Compromise is formed between ingredient judgment lists which was built with 
help of algorithms or on base of experts opinions. There is possibility of creating 
several type of compromise, for example: 
1. minimum concessions and similar of their levels (minimum variance of conces-

sions); 
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where var - variance of concession according to ingredient list or to tasks. 
 

2. minimum distances between center of neighborhoods with maximum powers 
(or concentration) and final tasks location; 
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where: 
centre_max_pow - centre of maximum power neighborhood, 
centre_max_concentration - centre of maximum concentration (numbering) 
neighborhood, 

 

3. minimum correction on final list according Lorenze preference location 
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Generally we can describe compromise as follows: 
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where criterion_loc(i) - location of i-th object suggested by chosen criterion. 
 

We can to use different criterion or their composition for estimation of com-
promise. In result of using these criteria we often obtain the same location for dif-
ferent objects. In this case it needs to use auxiliary criteria, methods or heuristic 
rules. Sometimes we decided to use different criteria for compromise estimation 
and resign from based for creating final lists method (Fig. 1).    

 
 
 
 
 
 
 

Fig. 1. Distinguished  criteria set for creating final list and compromise: A∩B=0  

In our convention (1)-(4) the best compromise refers the smallest value of pa-
rameter cmp. To compare compromise for several final lists we should keep the 
same criteria in set B. 

2. Sets of criteria for creating final list 

It is necessary to define several criteria because often results from using single 
criteria aren’t unambiguously. It means that we have several objects pretending to 
one location on final list. We propose several composition of criteria:  

1. sup(ϕ�ψ)� max 
    centre(ϕ,i)� min 
2. cnbh(ϕ,i)� max  

criteria set A criteria set B 

objects location estimation compromise estimation 
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    zone(ϕ,i)� min  
    centre(ϕ,i)� min 

3. sup(*�ψ) + sup(ϕ*)� min  
    cnbh(ϕ,i)� max        (5) 

where:sup(ϕ�ψ)� max - maximal number of object in one placement in ingredi-
ent lists, we chose object ϕi and placed it on position ψj,  
centre(ϕ,i)� min - minimal position of  neighborhood centre, we chose object ϕi 
from this neighborhood, which is closed to begin of list and locate it in center of 
its neighborhood,  
cnbh(ϕ,i)� max - maximal concentration neighborhood, we chose object ϕi with 
maximal  neighborhood concentration (numbering) and locate them in its center,  
zone(ϕ,i)� min minimal neighborhood distance from begin of list, we chose ob-
ject ϕi with minimal neighborhood distance and locate them in its center, 
sup(*�ψ) + sup(ϕ* )� min - minimal number of objects pretending to position 
ψj and minimum positions to which pretended objects ϕi, we chose object ϕi and 
locate them on position ψj (intuition criterion).  

We often obtain the same value of criteria estimators. In this case we should go 
to next criterion in hierarchy, considering  the same object and searching next the 
best location for it. Similar situation appears when chosen location is occupied by 
previous located objects. 

3. Methods and examples of creating final lists of scheduled objects 

For scheduling objects we can use rules using in theories: 
– neighborhoods, 
– preferences, 
– rough sets. 

Beside of criteria set we can use specific methods using traditionally for classi-
fication, categorization, ordering objects [4]. We try to enrich every of proposed 
method by example. Above was described exploitation neighborhoods theory to 
define criteria set. It is possibility to combine elements of quoted theories in dif-
ferent variant: 
1) neighborhoods + rough sets 

We can create lower approximation P(O) [16] as set of maximal concentration 
(or power) neighborhoods and upper approximation )(OP  as set of all objects 
locations. In this case main structure (O) is defined by sum of all neighborhoods.  
2) neighborhoods + preferences  

We can define preferences relation between neighborhoods (or maximal neigh-
borhoods) using their characteristics (concentration, power). 
3) neighborhoods + preferences + rough sets 
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From set of upper approximation we chose and remove extreme located neigh-
borhoods and locate adequated them objects in their neighborhoods center.  

For researches objects distribution it can be exploit rough sets theory (Pawlak 
theory). 

Using Pawlak theory [20] we can adapt semantically dependence on physically 
sense of terminology, e.g. relative zone (O). In our case (in ordering objects by 
several algorithms simultaneously) we can define relative zone as a range of posi-
tions in which are included the most important neighborhoods representing all 
objects (lower approximation). Relative zone has common part with less important  

�

)(max),( Oinbh ⊆ �nbh(i,max)= P (O)           (lower approximation)   (6) 

�

0)(max),*( ≠∩< Oinbh �nbh(i, * <max)�= P (O)  (upper approximation)  (7) 

So in our case relative zone (O) can be named representative zone and it con-
tained objects on all positions (O)=(1)+(2)+...+(8). This zone will be systematical-
ly cut off (from both sides) during extracting objects to final list (Tables 1). So this 
zone has dynamic length.  

The draw back of above presented method (Tables 1) consist in preferring cen-
ter neighborhoods location over their numbering.  

When we use Lorenz preference rules [7] in simple  way we can calculate aver-
age locations for all objects. In our example (Tables 1) we obtain next results: 

 

pL(1)=aver(loc(ϕ1))=(1+1+3+8)/4=3,25 
pL(2)=aver(loc(ϕ2))=(1+2+4+7)/4=3,5 
pL(3)=aver(loc(ϕ3))=(1+2+2+3)/4=2 
pL(4)=aver(loc(ϕ4))=(1+1+3+8)/4=4,5 
pL(5)=aver(loc(ϕ5))=(4+6+6+8)/4=6 
pL(6)=aver(loc(ϕ6))=(2+3+3+5)/4=3,25 
pL(7)=aver(loc(ϕ7))=(6+7+8+8)/4=7,25 
pL(8)=aver(loc(ϕ8))=(5+6+7+7)/4=6,25 

 

where pL(i)=aver(loc(ϕi))=1/m )),((
1
∑

=

m

j

jiloc ϕ - the strength of Lorenz preference 

characteristic. 
After ordering we have final list of ranking 

pL(3)� pL(1) �  pL(6) � pL(2) � pL(4) � pL(5) � pL(8) � pL(7) 
or in form 
 

Example 2 
 

final list - preference in Lorenz sens 3 1 6 2 4 5 8 7 
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Tables 1 

Using rough sets theory for creating final ranking list 

1 3 6 2 4 5 8 7 

sum of max. neigborhoods-->smn 3 6 1 4 8 5 2 7 

1 2 3 4 6 7 8 5 (O)=(1)+(2)+...+(8) 

2 3 6 5 4 8 7 1  

         

1 3 6 2 4 5 8 7 smn=smn-nbh(1,max)-nbh(7,max) 

3 6 1 4 8 5 2 7 (O)=(O)-(8) 

1 2 3 4 6 7 8 5  

2 3 6 5 4 8 7 1  

         

1       7 final list –> first stage 

1 3 6 2 4 5 8 7 smn=smn-nbh(3,max)-nbh(8,max) 

3 6 1 4 8 5 2 7 (O)=(O)-(7) 

1 2 3 4 6 7 8 5  

2 3 6 5 4 8 7 1  

         

1 3     8 7 final list –> second stage 

1 3 6 2 4 5 8 7 smn=smn-nbh(2,max)-nbh(5,max) 

3 6 1 4 8 5 2 7 (O)=(O)-(1) 

1 2 3 4 6 7 8 5  

2 3 6 5 4 8 7 1  

         

1 3 2   5 8 7 final list –> third stage 

1 3 6 2 4 5 8 7 smn=smn-nbh(6,max)-nbh(4,max) 

3 6 1 4 8 5 2 7 (O)=0 

1 2 3 4 6 7 8 5  

2 3 6 5 4 8 7 1  

Example 1      

1 3 2 6 4 5 8 7 final list –> last stage 

 
The drawback of this approach consist in regarding not essential date such sin-

gle location e.g. to regarding essential information we use only neighborhoods and 
for it we prepare their characteristics: 
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Table 2 

Characteristics of  neighborhoods for all tasks 

description  
of neighborhood 

numbering zone centre power 

nbh(1,1) 2 1 1 2 

nbh(2,1) 2 2 1 1 

nbh(3,1) 4 3 2 1,33 

nbh(41) 4 2 4 2 

nbh(5,1) 2 1 6 2 

nbh(6,1) 6 2 3 3 

nbh(7,1) 4 3 8 1,33 

nbh(8,1) 4 3 7 1,33 

pn(i)= )),(_(/)),((*)),(_(
)ln(

1

)ln(
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jinbhnumberingjicentrejinbhnumbering
i

j

i

j
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where: 
ln(i) - number of neighborhoods for i-th object  
numbering(nbh(i,j)) - numbering (concentration) of j-th neighborhood for i-th ob-
ject (table 2) 
centre(ϕ(i,j)) - centre of of  j-th neighborhood for i-th object (table 2) 

 

pn(1)=2*1/2=1 pn(5)=2*6/2=6 
pn(2)=2*1/2=1 pn(6)=6*3/6=3 
pn(3)=4*2/4=2 pn(7)=4*8/4=8 
pn(4)=4*4/4=4 pn(8)=4*7/4=7 
 

Example 3 
final list - gravity points for eve-
ry object 

 

To analysis and compare chosen methods we propose choice set of criterion 
(1), for example: 

 

cnbh(ϕ,i)� ϕ max  
zone(ϕ,i)� min  
centre(ϕ,i)� min 
 

and with help of them formulate final list. It give us solution with structure: 
 

Example 4 
final list -  set of criteria 

 
In this case we have next sequence of joining to final list: 

1 2 3 6 4 5 8 7 

1 3 6 4 2 5 8 7 
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1) ϕ4 �ψ4      2) ϕ8 �ψ7   3) ϕ7 �ψ8 4) ϕ3 �ψ2 
 

1) ϕ6 �ψ3      2) ϕ1 �ψ1   3) ϕ5 �ψ6 4) ϕ2 �ψ5 

 
According this method we use essential date and omit single object placement and 
deviation. 

4. The example of exploitation compromise to judgment of set  
of final list 

For choice compromise criteria we can lead the quantity of information which 
was use to define in estimation process. Such approach suggested to exploit Lo-
renz preferences as compromise criterion.  In next step we estimate scale of differ-
ences between final lists and list created on base of  Lorenz preference. According 
(4) we do it for all solution 
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2))()(_(  = (3 – 1)2 + (1 – 2)2 + (6 – 3)2 + (2 – 6)2 

+ (4 – 4)2 + (5 – 5)2 + (8 – 8)2 + (7 – 7)2 =30  
 

 4) cmp=∑
=

−
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1

2))()(_(  = (3 – 1)2 + (1 – 3)2 + (6 – 6)2   

+ (2 – 4)2 + (4 – 2)2 + (5 – 5)2 + (8 – 8)2 + (7 – 7)2 = 16  
 
min { cmp(1); cmp(3); cmp(4)} = min {48; 30; 16} = 16 

 
To find the nearest, to compromise solution, final list we have named additional 

parameter for defining method code, according which particular list was created. 
For example we extend location attribute name to form locfk(i), where k - code of 
using for creating final list method (which are adequated to presented above exam-
ples). Compromise expression stay to be simple and can has follow form: 
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where lm - number of  ordering methods basing on ingredient lists analysis. 
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The best compromise according Lorenz criterion we find in (4) example. Obvi-
ously when we chose different compromise criterion the best criterion will be dif-
ferent. Some time we dispose set of compromise criteria. In this case rules of 
searching compromise can be expressed by: 
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where lc - compromise criteria number. 
 
If we use the same methods (criteria) for crating both final lists and compro-

mise stencil list than ingredients ,))()(_)((
1
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d ilocfilocdcriterion  where d 

respect choosing the same method (or criteria) for both task, will be obviously 
equal zero, but it doesn’t influence, at all, on final compromise estimator level.  

Conclusions 

The experiences shows that combining methods of neighborhoods, preference 
and rough set for analysis ranking list is very comfortable and permit to exploit 
reach pat of information for crating final list and compromise solution. 
The situation doesn’t became more difficult even when we dispose the same set of 
methods for creating  final lists and compromise list. 
Exploiting neighborhood theory we use tools for eliminating inessential infor-
mation in opposite to some variant of preference rules, but using preference meth-
ods we can create reference stencils. 
Specific character of rough sets theory description permit not only to reject objects 
of inessential attributes values, but at the same time to dislocated objects using 
current compromise decisions.  
Neighborhood estimators are less unambiguously but don’t regard inessential date.  
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