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Abstract. To solve the problem of determining the volume of memory of information sys-

tems (IS), it was suggested to use a stochastic model based on the use of HM (Howard- 

-Matalytski) - a queueing network with revenues. This model allows you to take into  

account the dependencies of the processing times of messages (claims) on their volumes, 

the possibility of changing the volume of messages over time, and also the possibility of 

getting computer viruses into it. In such cases the processing of messages in nodes can be 

interrupted for some random time. Expressions are obtained for the mean (expected) values 

of the total message volumes in the IS nodes. 
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1. Introduction  

In IS, the total volume of memory is limited to a certain value, which is usually 

called the volume of memory [1]. When designing an IS, the main task is to find 

the average volume of memory in such a way as to take into account the conditions 

that limit the share of lost information. One of the methods for solving problems  

of designing IS is the use of HM-networks [2]. By IS we mean systems, objects  

of transformation in which information comes in portions as messages [1].  

HM-networks can be used to determine the volume of buffer memory systems that 

are nodes of the IS processing and transmission of messages. Note that the problem 

under consideration is one of the main ones, for instance, when designing hubs or 

communication centres in data transmission networks. The model below can also 

be used to solve an actual problem that arose not so long ago in IS, namely, the prob- 

lems of excessive buffering (i.e., determining the required volume of memory) [3]. 

Excessive network buffering is a phenomenon that has arisen in networks with 
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packet communication when excessive buffering causes an increase in packet transit 

time and packet delay, and as a result, a decrease in the bandwidth of the IS. 

The failure of the time dependence of the processing of messages from their 

volumes can lead to serious errors in finding the volumes of the buffer memory  

in the IS. The solution of the above problems in the general case can be based  

on the use of HM-networks with revenues. In such networks, the claim during the 

transition from one queueing system (QS) to another brings the latter some revenue 

(equal to the volume of this claim), and the revenue (volume) of the first QS  

decreases by this amount. 

It should be noted that the method of finding the nonstationary state probabili-

ties and the mean characteristics of the G-network, i.e. network with positive and 

negative claims operating under high load conditions (heavy-traffic regime) using 

the apparatus of multidimensional generating functions is described in the mono- 

graph [4], it also investigated HM-networks of this type. For the first time, the use of 

HM-networks for estimating memory volumes in IS was described in [5]. In [6, 7], 

a method for finding the mean total volume of the same type of claims in open 

HM-network systems with a limited number of them in the queues and bypassing 

the claims of the service systems has been described; in [8] - HM-network with  

a limited waiting time for claims in the queues of the system, and in [9] - HM-net-

works with unreliable service of customers in QS. 

In 1991, a new class of open queueing networks with two types of claims was 

introduced by E. Gelenbe [9, 10] - “positive” and “negative” customers, they are 

now called G-networks. For example, in computer networks “positive” claims are 

tasks (programs), and “negative” claims - computer viruses [11]. This corresponds 

to the fact that when entering a computer network the virus destroys or harms, it  

infects one of the executable programs, reducing the number of active programs or 

requests in the system by one [12-14]. Then the virus disappears from the network, 

not getting any service for itself. It should be noted that the study of such networks 

in the stationary regime was carried out in [10-12]. It has been proven that the 

probability distribution of states has the product form. 

G-networks are a class of stochastic models that are widely used also in the 

modeling of neural networks, gene regulatory networks [15-17], estimation of  

information systems and networks performance and modeling of energy flows in 

systems with renewable energy sources [18-27]. 

Consider an open queueing G-network with n single-line QS. In QS Si from the 

outside (from the system S0) an incoming flow of positive (normal) of claims inten- 

sity of +
i0
λ  and Poisson flow of negative claims intensity of −

i0
λ , ni ,1= . All flows 

of claims entering the network are independent. The service time of the positive 

claims in the QS Si exponentially distributed with mean µi , ni ,1= . Negative claims 

coming to some system of the network in which there is at least one positive mes-

sage instantly destroys (destroys, removes from the network) one of them. On the 

assumption of an exponential distribution of service time of positive claims may 

not care about what kind of message is destroyed. After this, it immediately leaves 
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the network itself without getting in the QS no maintenance. Thus, each QS of the 

network can be served by only positive claims, so in the future, when speaking 

about the positive claims service, usually for the sake of brevity they are simply 

called claims [15]. 

Each positive claim is sent to the QS of the Si with probability 
+
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2. Analysis of Markov HM-networks with positive and negative claims  

We will now consider our network taking into account the change in the total 

volume of claims in the QS when serving positive and negative claims. Consider 

the case where changes in the volume of claims associated with transitions between 

network states are deterministic functions that depend on network states and time. 

Possible transitions between network states, transition probabilities and changes  

in the total volume of claims in the system from these transitions are indicated in 

Table 1. They are similar to the one in [28] for a network without negative claims. 

Using the full probability formula for mathematical expectation, we obtain  

a system of difference-differential equations for the expected volume of claims 
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Table 1. Possible transitions between network states, their probabilities and changes 

in the volume of memory in the system 
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Transition probabilities 

Changes in the total volume 
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i
, 
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The number of equations in this system is equal to the number of network 

states, i.e. for an open network is infinity. Formally, the system of equations (1) 

can be reduced to a system of countably many linear inhomogeneous ordinary dif-

ferential equations with constant coefficients, which in matrix form can be written 

in the form 

 )()(
)(
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dt

tdV
ii

i
+= , (2) 
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iii
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the system's claims Si . The solution of the system (2) can be found using the direct 

method (using the matrix exponent) [29]. Multiplying both sides of system (2) by 
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− , we obtain 

 ∫
−

+=

t

i

tA

i

At

i
dQeVetV

0

)(
)()0()( ττ

τ

 , (3) 

where: …… +++++=

!!2

22

m

tAtA
AtIe

mm

At
 - matrix exponent, I - identity matrix. 

To find the matrix ,

At
e  as is known, we must find eigenvalues ,...,,,

21 lqqq …  of 

the matrix A and the complete system of corresponding right eigenvectors ,,

)2()1(
uu  

,,,

)(
……

l
u  if possible. Then we have to use the representation ,)(

1−
= UtUBe

At  

where U - matrix whose columns are eigenvectors …… ,,,,

)()2()1( l
uuu , B(t) - diago-

nal matrix: 

























=

⋯

⋯

⋯

⋯

⋯

⋯

⋯⋯⋯⋯

⋯

⋯

tq

tq

tq

le

e

e

tB

00

00

00

)(

2

1

. 

But because of the unlimited dimension of the matrices A, ( )tQ
i

 in practice, this 

method can be used only in special cases when they have a special form. 

3. Analysis of expected volumes of claims in systems in the case 

when their changes from transitions between network states are 

random variables with given moments of the first two orders 

Let ξi - the service time of the claim in the system Si, distributed according to  

an exponential law with the distribution function ( ) tµ
ξ

i

i
etF
−

−=1 , ni ,1= . Consider 
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the dynamics of changes in the volume of claims in the system S
i 
. Suppose, at the 

initial instant of time, the volume of claims for this QS was equal to 
0i
v . We will be 

interested in the total amount of claims in the system ( )tV
i

 at time t. Changing the 

volume of claims in the interval [ )ttt ∆+,  described by the relation 

 ( ) ( ) ( )ttVtVttV
iii

∆∆+=∆+ , ,  (4) 

where ( )ttV
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∆∆ ,  - volume changes in QS Si on the time interval [ )ttt ∆+, , ni ,1= . 
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5) with probability ( )( ) ( )tottkupµ i
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 a positive claim will be transferred from 

the system Sj to the system Si , while the volume of claims in the system Si will 
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7) with probability ( ) ( )totµλλ
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Therefore, as follows from (4), 
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4. Example 

Let the number of QS in the network n = 10. Intensity of the input flow of posi- 

tive and negative claims 
i0  and 

i0  are equal respectively 201 
 , 404 

 , 307 
 , 

101 
 , 204 

 , 307 
 , the rest are zero. Intensity of service of claims i  are equal 

2321   , 14  , 35  , 56  , 37  , 138  , 79  , 810  . Let the 

probabilities 
ijp  are equal respectively 

8

1
1312   pp ,  

3125242321 ppppp  

32 36 37 0.1p p p      , 42 45 48 52 54 56 58 63 65 67p p p p p p p p p p                   
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8

1
10,998979610,88985   ppppppp , 

10,8 10,9 0.2p p   , the rest are zero. The probabilities that positive claims served in 

the QS Si 
, sent to the QS Sj as negative claims are equal  
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the rest are zero. Probabilities of exiting claims from the network to the external 

environment 
24

7
7040  pp , 

15

4
0,10 p . The corresponding mathematical expecta- 

tions are equal: 1000003010060501  aaaaa , 2000002 a , 300000803  aa , 

100001 a , 50000050904  aaa , 4000007 a , 6000002 a , 2500004 a , 700006 a , 

300007 a , 250008 a , 120009 a , 9000010 a ,  120,1070605010 cbbbbb  

100037363231120,1070605010  cccccbbbbb , 170059676563  cccc , 

2300797673  ccc ,  10,889858448452524232120 ccccccccccb   

2000 , 1001 d , 1008 d , 2005 d , 50009040  bb , 30 80 96 97 98b b c c c     

9,10 3000c  , 15005856545231  ccccc , 13009,108,10  cc , 2002 d , 3003 d , 
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120
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=d , 800
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=d , the rest are zero. Random changes in the volume of 

claims in the system S
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 has the form: 
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Let the volume of claims at the initial instant of time be 0
0
=

i
v , ni ,1= . Con- 

sider a time interval of length in 24 h, [ ]Tt ,0∈ , 24=T . 

 

Finding the expected volume of claims in the network systems was implement-

ed as a program for a package of mathematical calculations Wolfram Mathematica. 

Figure 1 shows the change in the expected volume of claims in the system for  

HM-network with negative claims. 
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Fig. 1. Volume changes of claims in the i-th QS 

5. Conclusions 

Further researching in this direction can be associated with the analysis of  

arbitrary (non-Markov) networks with claims with random volume and Markov 

networks with various other features. 
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