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Abstract. In the paper, the new approach to identification and verification of people based 

on the palm vein pattern will be presented. To create the feature vector, palm vein shape 

geometric arrangement will be applied. For detailed features will be considered similarly 

to minutiae which was applied in finger lines analysis in vein endings and bifurcation. 

The methods of vein location on the inner hand, methods of minutiae location, and features 

coding will be discussed in detail. To extract specific features a two-dimension density 

function will be used. The method to determine minutiae-vein bifurcation and endings 

will be presented. 

 

Keywords: biometric system, recognition, palm vein 

1. Introduction 

One of the natural abilities of every human is the possibility to verify another 

person. Currently, a human lives in such times when he or she is required to log 

on to protected resources. We need an ID and a password, which can be easily lost 

or forgotten, to operate your bank account, social network or e-mail account. Every 

year many firms publish a list of the most often used IDs and passwords. Being 

trivial, they can be quickly broken with modern technology. Biometrics appears to 

be a helpful field in the unfair fight of the humans against the cyber world. This 

field of science deals with automatic recognition of people based on physical and 

behavioural features. Currently, there is variety of types of biometric systems based 

on signature [1], gait [2], fingerprint [3], hand geometry [4] or palm print [5, 6]. 

Each of these systems is to a more or less extent burdened with some defects. Some 

biometric features can be easily prepared, for example fingerprints. The next 

example can be a palm print when a finger, having been wounded, makes the print 

look different and will not be accepted by the system. The biometric system based 

on a palm vein does not have these defects. The vein pattern [7-9] is unique and 

unchanging for each person. This trait can be collected in a non invasive and a safe 
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way. The blood vessels pattern cannot be faked because the vessels are under 

the skin. The acquisition of the pattern is carried out by lighting the hand with 

the near- infrared light. The image is taken with a CCTV active-matrix infrared 

camera. Furthermore, living features are automatically checked with the systems. 

2. Related work 

Presently, in the field of hand blood vessels research, a few interesting methods 

to create the biometric systems based on vein pattern can be found. In the papers [10], 
there is a description of the construction of a biometric system based on the palm 

vein, which uses a two-dimensional Gaussian function to create filters with which 

the image is being searched to find as many blood vessels as possible. The Hamming 

distance was used for pattern matching. In other works [11], a three-stage algorithm 

was proposed allowing to create the biometric system to identify people by means 

of blood vessels in a hand. The contrast enhancement and thresholding of hand 

blood vessels belong to the first stage of the project. The feature extraction and 

matching are based on the Gabor wavelet. In another research work [12], Jacobi 

algorithm is used to find vein and characteristic points. The well-known Euclidean 

distance was used for pattern matching. 

A very essential matter is that the biometric system based on hand features, such 

as blood vessels or hand lines, has a method which determines the region of inter-

est (ROI), which will be used when being constructed. This method allows for not 

applying any auxiliary plate which requires the hand to be positioned in a special 

way. The application of ROI lets the user position the hand during the acquisition 

in not a standard way, which significantly enhances the comfort of using such 

a device. 

Presently, there are many methods to determine the region of a hand (ROI). 

All of these methods have the same assumption in common to always consider 

the same hand’s region where the hand rotates during acquisition. In the work [13], 

the authors describe the ROI method which is used in biometric system research 

based on a palm print. In the first steps the image is binarized, next the methods to 

localize the edges are used. On such an image, the points between fingers are iden-

tified through which the parallel line to the image edge is placed. The next step in 

the method is drawing two straight lines at a 50° angle to the earlier marked paral-

lel line from the marked minimum points between the fingers. Next, the vertices of 

the ROI are determined. On such a selected image, extraction of detail features is 

applied. In this case it means localization of the maximum number of palm lines 

with the Discrete Cosine Transform. To compare the patterns saved in the base, 

the Hamming distance is employed. In another work [14], which describes how to 

recognize people based on their hand lines, the authors offer a very interesting 

method to determine ROI. Image binarization and the hand edge selection constitute 

the first steps, as it happened in the previous method. The next step in the method 
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is to determine local minimum points between the fingers. The authors consider 

the left hand in these methods. The two valleys beside the middle finger are con-

nected to form a reference line on the left side. Next, the reference line is extended 

to intersect the right-edge of the hand. The intersection point obtained from 

the previous step two is used to find the midpoint. The second two midpoints 

are connected to form the base line to obtain the ROI. Based on the principal 

of geometrical square, where all four edges have equal length, the other two points, 

needed to form the square outline of the ROI can be obtained. In another work [15] 

a very interesting touch-less palm print recognition system was proposed. In this 

approach the hand tracking and the ROI extraction step consists of three stages. 

In the first step, the hand image is segmented from the background using the skin-

colour thresholding method. After that, a valley detection algorithm is used to find 

four valleys of the fingers. Then a line is formed between the index finger valley 

and the little finger valley. Next, a square is drawn below the line. To feature 

extraction, the Local Binary Pattern is applied. The feature matching is based on 

the Chi-square measure. In other work [16] the author proposed a four-step algo-

rithm for palm vein recognition. The first step is paramount, because it shows how 

the acquisition of the palm vein  midpoint is searched for in the same way with 

the use of further two local minimums, images operate as a non-contact system. 

After the acquisition, the palm region is segmented by Otsu’s method. Next, 

the palm border is extracted by the inner border tracing algorithm. After that, two 

data points, the index finger and the little finger are selected and through these 

points line A is constructed. Then the palm image is rotated between A and 

the horizontal line. In the end, a square region is located and denoted as the ROI, 

based on line A, with an angle. Next, the principal vein features are extracted by 

applying the modified (2D)
2
LDA method. The modified (2D)

2
LDA, which works 

in the column direction of images in the low dimensional 2DLDA subspace, 

can increase the recognition rate while reducing the coefficients of the feature 

matrix. The main advantage of modified (2D)
2
LDA over (2D)

2
LDA and (2D)

2
PCA 

is that fewer coefficients are needed for palm vein representation and recognition, 

saving computing time. Vein features are then matched with those from the 

template library by the minimum distance classifier (MDC) to verify the identity of 

the person. 

3. Palm vein image collection 

The biometric vein pattern is located under the skin. To activate the image of 

the hand vascular system, the infrared light and the active matrix infrared camera 

should be used. The near infrared light is partially absorbed by hemoglobin present 

in veins which creates a picture of the structure beneath the outer layer of the skin, 

presenting the natural contrast pattern of the blood vessels. The test stand consists 

of a CCTV active-matrix infrared camera and the IR lamp. 
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4. Proposed method for the ROI 

Defining the region of interest (ROI) is one of the most important steps in crea-

tion of the biometric system based on the hand blood vessels. Employment of 

the ROI allows for building a biometric system and facilitates the user’s authoriza-

tion. One of the first steps in the proposed method is extracting of the hand area by 

binarization. After that, the palm image is subjected to its own tracking method 

(Fig. 1), which is applied to estimate the palm region, as shown in Figure 2. 

 

 

Fig. 1. Conditions of creating the tracking method 

Next, the binarized palm shapes are compared with the original palm image 

in order to check the correct operation of the tracking method. Then, the points 

P
1
, P

2
, P

3
 are determined. These points define the hand border between fingers. 

Through the P
1
 and P

2
 points the line S is placed. The parallel line L is appointed 

to the lower edge of the image which, at the same time, intersects the point P
1
. 

The angle Θ (1) between the S and L lines is used to rotate the hand with respect to 

the coordinate system: 
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The next step is connecting P
1
 and P

2
 points. The distance between those points 

defines the height and the width of the determined area. 
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Fig. 2. Palm vein image preprocessing: a) original palm vein, b) binary palm vein image, 

c) two data points P
3
 and P

2
 are selected and the palm image is rotated by angle Θ between 

lines S and L, d) a square region is located and denoted as the ROI based on line M 

5. Extraction of palm vein based on two-dimensional density function 

The pattern of palm blood vessels in the image looks like a dent, because the 

veins are darker than the surrounding area. Our method examines the entire profile 

of the hand, pixel by pixel, and finds its value over a specified threshold, in order 

to capture the curvature of the image. This method is based on a two-dimensional 

density function (2) [17], presented below: 
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One of the first steps of my method is the initial location of curvature in the 

horizontal, vertical and both diagonal directions. For modelling, the curvature 

localizing filter the first (3), (4), (5) and the second (6), (7) derivatives of the 

two-dimensional density function are used. 
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The filters are designed to locate all the existing curvature of the profile for the 

four directions. Filters for the horizontal direction (8), vertical (9) and two diagonal 

ones (10), (11) are described by the following formulas: 
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where L denotes the input ROI. 

The next step is to determine the local maximal points C
d
(z) along the cross- 

-section profile of the input image for all 4 directions d, where z is a position 

in a cross-section profile (by one pixel). These points indicate the central position 

of the veins. This operation can be defined as z
i
, where i = 0, 1, …, N-1, and N 

is the number of local maximum points in the cross-sectional profile. Next, scores 
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indicating the probability that the center positions are on veins are assigned to each 

center positions. Score Pd(zi) is defined as follows (12): 

 ( ) ( ) ( )iNzCzP idid =  (12) 

The variable N(i) is the width of the curvature area. At the same time, the desig- 

nated curvature maximum points are assigned to the plane V(x, y). 

The next step is to connect the designated vein centers. This operation is used 

for all pixels designated in an earlier step. This action can be represented by 

the following formulas: 
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where m defines the scope of the filter (m = 2). 

With designated a vein line for all four directions considered, the final pattern 

of blood vessels is formed by means of the function. 

 ( )
4321
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The last step is to bring the previously established pattern of blood vessels to 

a binary function, by the used thresholding. 

At this stage the resulting pattern of blood vessels has a lot of noise and redun-

dant information for the feature encoding process. To eliminate unnecessary dis-

ruption and vein discontinuity, four methods to improve the visibility of blood 

vessels have been applied. The first method is the dilatation, where the blood ves-

sels are more protruded, which in time could result in a loss of relevant information 

about the position of the veins. 

Then the thinning operation is performed. This operation reduces the size of 

the blood vessels to one pixel, making it easier to locate the veins fork. 

After the dilation and thinning operations have been performed, there are still some 

irregularities on the image, and to smooth them out, some operations are carried 

out which remove unnecessary forks and image noise. 
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6. Encoding of features and matching 

In research to create feature vector, as a characteristic elements are used the 

minutiae in this case vein bifurcation and endings. That approach is used commonly 

in fingerprint analysis. The procedure of minutiae extraction is divided into four 

steps: 

• 3 x 3 pixels sub-image is considered 

• The nearest neighbourhood of a given pixel is searched 

• The number of block pixels is computed 

– If the number of block pixels equals exactly 2 (including the pixel being 

analyzed) = the beginning or the end of the line 

– If the number of block pixels equals 4 and 5 (including pixel being analyzed) 

= bifurcation 

• Making the minutiae 

The result of these methods can be seen in Figure 3. 

 

 

Fig. 3. The result of the detection method and minutiae extraction pf palm vein pattern 

This method assumes that each pattern of blood vessels is described by the 

vector of features. Specific elements of this vector - minutiae - are described by 

coordinates of place, type and the position angle. 

The problem of minutiae matching can by defined in the following way: 
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where: 

T - vector of features saved in the data base, 

I - vector of features of blood vessels pattern being verified, 

m - the number of minutiae in the saved in the data base pattern, 

n - the number of minutiae in the pattern being verified. 

Minutiae jm
′  which belongs to I is considered to be matching the minutiae mi , 

which belongs to I, if their distance is shorter than the predetermined threshold r
0
 

and the difference of direction is smaller than the predetermined tolerance angle θ
0
: 



Verification of people based on palm vein with the ROI automatic appointment 131

 ( ) ( ) ( )
0

22
, ryyxxmmsd ijijij ≤−′+−′=′  (20) 

 ( ) ( )
0

360,min, θθθθθ ≤−′−°−′=′
ijijij mmdd  (21) 

7. Experiments results 

In this research work concerning the automated method for determining 

the ROI, mainly P
1
, P

2
, P

3
 points and the correct identification of the users are pre-

sented. Experiments results were carried out based on the author's own data base. 

Each base contains data collected from 100 users with 12 pictures of the left 

and right hand each. For the teaching stage, 8 photos were used, and the remaining 

pictures were used in the tests. The results of the automated method for determin-

ing mainly points are shown in Table 1. 
Table 1 

The results of the automated method 

Point of the 

number 

The number 

of images hand 

Error along X 

[pixel] 

Error along Y 

[pixel] 

P
1
 100 4.20 3.76 

P
2
 100 3.12 2.96 

P
3
 100 2.45 2.03 

 

Error along X [pixel] - a average value of the error with respect to axis x, 

Error along Y [pixel] - a average value of the error with respect to axis y. 

To check the level of security and accuracy of the systems, the factor of 

recognition rate was applied. The following table summarizes the results carried 

out for the different methods. The coefficients of proposed method shown in the 

Table 2 were obtained in tests which take into account the coding method based 

on the minutiae. 
Table 2 

The comparison of own method with other works 

Methods 
Recognition rate 

[%] 

Feature vector 

dimensions 

Matching time 

[ms] 

PCA [12] 94.19 100 – 

LDA [16] 95.46 206 – 

2DPCA [16] 98.07 64 x 7 2.23 

2DLDA [16] 98.59 64 x 6 2.12 

(2D)2PCA [16] 98.86 8 x 8 0.46 

(2D)2LDA [16] 99.18 8 x 8 0.45 

Minutiae feature [11] 97.75 – – 

Laplacjanpalm [11] 96.63 128 x 128 – 

Eigenvein [11] 98.31 128 x 128 – 

Gaussian [11] 98.88 64 x 64 324 

Proposed 99.08 – 15.04 
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8. Conclusion 

The author in this paper proposed the palm vein tracking algorithm to detect and 

locate the ROI of the palm vein automatically. A feature extraction method based 

on a two-dimensional density function was presented. The method to detect basic 

points, described in the work, which consists in tracking the outer edges of a hand 

is characterised by high accuracy, which explicitly enables the explicit determina-

tion of the ROI for each of the hand being analyzed. Such approach allows for the 

image acquisition when it is not necessary to position a hand in front of the scan-

ning reader in an uncomfortable or schematic way. The result of the accuracy of 

basic points detection, presented in the work, indicate the easer point determina-

tion, which are local minimum between the fingers but only in the case when 

the fingers are not joined. The accuracy of detection is weakened in the other case. 

It is necessary to develop this method further, though. 

The realization of searching for detailed features for correctly marked ROI, 

which are required for identification and verification of the users, proceeds 

smoothly, which was proved during the tests. 
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