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Abstract. The article is devoted to the successive approximations method combined with
the series method and its application for finding of expected incomes in HM-network sys-
tems with limited waiting times in queues and one-type messages. The properties of succes-
sive approximations were researched. The example of implementation of the described
method is calculated.

1. Expected incomes of HM-network with limited waiting times
in queues

Let’s consider the HM-network of arbitrary topology with one-type messages;
the network consists of n+1 queueing systems (QS) S,,S,,...,S, (S,- external envi-

ronment), in a general case the QS can be multiline and contains m;, service lines,

i=Ln. The state of such network could be described by vector

k(t) = (k. ky,....k,,t) , where k, - number of messages in system S, in the moment

t,i= Ln. The incoming flow arrives in the network with rate A. Let’s denote the

service rate in system S, (in case when k, messages are in it) as 1 (k); p, i

probability of message transfer from the external environment to system S,

Z Po; =15 p; - probability of message transfer to system S, after its service in
J=1

system S, Z p,; =1, izl,_n. When a message doesn’t wait its service in system
J=0
S; moves to QS §; with probability g, 6, - rate of message leaving from queue

and Q= “q,-J

matrices of transition probabilities of irreducible Markov chains. Message which

are
nx(n+1)

of the i-th QS, i:l,_n,j =0,n. Matrices P:prj

(n+1)x(n+1)
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comes from one system to another brings to the last one some income, so the in-
come of the first system descends on this value.
Let’s determine v,(k,t) the total expected income which system S, receives

during time ¢ if the network is in state & in the initial moment. In the general
case, when the network functioning is described by the Markov process k(¢), ¢ >0,

and incomes of message transitions between network states don’t depend on time,
system of difference-differential equations (DDE) for expected incomes of system
S, can be written

av,(k,t)

= A=A Gy (0 + Z @, (kv (k+1,-1,.1), (1)

c,s=1

where: A,;(k), @, (k) - some limited non-negative functions. The count of equa-

s
tions in system (1) equals the number of network states.
In the present article we observe the exponential HM-network with limited wait-

ing times of messages in queues. Let 7, (k) - income of the system S, in unit time if
the network is in state k; —R,,(k—1,,1), —H,,(k—1I,,t) - incomes of the system S,
which correspond to a change of network state from (k,t) to (k—l,,t+At) in

cases when the message moves to the external environment after its service in
system and when the message doesn’t wait service in system and moves from the

queue to the external environment; 7, (k +I,,t) - income of system S§,, when net-
work changes its state from (k,t) to (k+1,,t +At) because of message transition
from the external environment to this system; v (k+1, —[ /.,t) - the income of the
system S;, when the network changes its state from (k,t) to (k+1, -1 J,t+At)
because of message transition to S, after its service in S;, A, (k+1, -1 }.,t) - the
income of the system S;, when the network changes its state from (k,t) to
(k+ll —Ij,t+At) when the message doesn’t wait its service in system S, and

moves from the queue to system S,. Then the following statement is satisfied.

Theorem 1. System of DDE for expected incomes of system S, has the form

o) :{1@(”, min (ko (k) ) 0, (6, —m a(k, —m )} | (k) +

+Zn:{/1p01v' (k + If’t) + ['“./ min (kj’mj )”(k/ )ij +
=
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+6,(k, —m, Ju(k, _m/)qﬂ)]"f (& —I,.,t)} +

+§n:{[,ui min (k,,m, )u(k,) p; +6,(k, —m,)u(k, —m,.)q,.j]v,. (k—[,. +Ij,t)+
=

+[,u] min(k}/,m])u(k])pﬂ +9.1’ (k./ _mj)u(kj _m_f)qﬁ]vi (k+1i _Ij’t)} +

+i I:luv min(ks’ms)u(ks)psc +9s (kv _ms)u(ks _m,v)Q,vc]vi(k+Ic _Is’[)+
c,s=1

n

+Z[,uj min(k],m])u(k])pﬂr]j (k+l,. —Ij,t)—

J=1

—H, mln(k m)u(k)pjrj (k I+1, t) (k m})u(k m)q] j(k+1 -1, t)
( ) (k m, qu ﬂ I + ]+/1p0, 01(k+1 t
—,u,min(k,.,m,.)u(k,.)pi0 io(k—],,t)—@,(k,—m) (k m) (k I t)+r(k)

In this case

4 (k) :zn:[yj min(k],mj)u(kj)pﬁnj (k+l, —]j,t) -1 min(lq,m,.)u(lq)gjrﬁ (k—I,. +Ij,t)+

J=1
+0, (k, =m, Ju(k; =m, ), (k+1, = 1,.0)+6,(k —m, u(k, = m,) g, (k= ], +I./’[)]+
+Apo o, (k+1,)— g, min(k,,m, Yu(k,) p, R, (k—1,,1)—

—0,(k,—m)u(k, —m)q H,(k—1.1)+r,(k),

)78 min(k m )u(k )p +Q§(k§—m§)u(kv—

[,u mm k m)
@, (k) =3[ . min(k_.m, )u 3
Apy., §=0,
p,min(k,m )u(k,)p,,, ¢=0.
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We use the successive approximations method combined with the series method to
solve generalized system of DDE (1) and study properties of these approximations.
The earlier successive approximations method was used for finding of expected
incomes in systems of HM-network with multi-type massages of many classes [1,
2]. From (1) it follows

%{e/\’ B, (e, )} = M {A, )+ > @, (ky,(k+1, - IA.,I)} :

c,5=1

thus

v(k)=e “’”’{v (k.0)+ I NS S G vk + T~ ], x)dx}JrAEg[ e ]
)

(k,t)- approximation of income v,(k,t) at the m -th iteration,

c,5=1

E
Let’s suppose v,

V,.+1 (k1) - solution of system (1), which was received by means of the successive
approximations method, m =0,1,2,.... Then from (2) it follows

Vi (k,t) =My (k,0) +

c,s=1

+j “"“Z@,u(k)v,m(ku -1, x)dx}+—i’§]lg[l—eA’(k)’]. 3)

It is obvious that v,,(k,0)=v,(k,0), and let also v

m 1

ok, =v,(k)=lim v;(k,?) .
[—0

The stationary solution v,(k) of system (1) satisfies to relation

v, (k) = l(k){A K+ Y D (hw,(k+ 1, 1)} @)

c,s=1

2. Investigation of successive approximations of system incomes

The following statements are true for successive approximations.
Theorem 2. Successive approximations v, (k,t), m=1,2,..., for t > o con-

m
verge to stationary solution of system (1), if it exists.
Proof. Expression for the first approximation is:

1 A, (k) + Zn: D, (ko (k+1.—1.1) [1 _ Ntk J '

kty=e""y (k,0)+
v’l ( ) ‘ v’ ( ) AI (k) c,s=1
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Using (4), we obtain lim v,(k,f)=v,(k). Let’s assume 11m v, (k1) =v,(k).
t—>o
Then using (3), (4) and L'Hospital's rule the next expression occurs:

1

[ @, v, (h + 1, ~ )

. _A,(k) . 0 c,s=1 _
tlin}ov’””l(k’t) B A, (k) +zlgg e -
_AMR) 1
D, (k)v,, (k+1,—1.1)=v,(k
INCRINTL LZ s (B ( 1) =, (k).

Thus using the method of mathematical induction, we obtain the statement of
the theorem.

Theorem 3. Sequence {v,m (k,t)}, m=0,1,2,..., which was built by scheme (3),
converges to unique solution of system (1) for m — o and any initial approxima-
tion v,y (k,t) bounded by t.

Proof. Since v, (k,7) is a bounded function, so v, (k,?) is also bounded func-

tion according to (3), thus we may write

|v11(k>t) ~Vio

<Gk, )

where C;(k) - some constant which doesn’t depend on ¢. Let’s prove

ml

(m=1)!"

[V (s 1) = <C,(k)p"" (k) (6)

where ¢, (k)= Z @, . (k). According to (5) inequality (6) is true for m =1. Let’s
c,s=1

suppose that inequality (6) is true for some m =N >1 and let’s prove that (6) is

right for m = N +1, using (3). Taking into consideration (2), (6) we obtain:

|vIN+1(k,t)—v

L n
= e MO MEN D () e+ 1, = 1,x) =y G+ I, = I, x)|dx <

0 c,s=1
N-1

-n!

z N
< e_A,(k)IJ’eA,(k)x(pl (k)C, (k) (k) dx= C, (k)(/JIN (k)% >

dxC k
0 T ()w,()f

i.e. inequality (6) is true.
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Since

limv,, (k,t)= lim {V,o (k,t)+ Z [viy (K. =V (k,t)]} =
m—>0 m—>0 N=1

=v,(k, 1)+ Z[viN(kat)_v/N—l(kst)] <
N=1

& o] o
S"fo(kaf)Jfo(k)szl%sv,o(k,t)+C,(k)e“”(k) :

so limit of sequence {v,m(k,t)} , m=0,1,2,..., exists and we define it as v, (k.7).
If we put v, (k,t) in (3) instead of v,,,,(k,f) and v,,(k,1), it will be seen that

m
Vo (k,t) 1s the solution of the system and it satisfies the initial conditions

vV, (k,0) =v,(k,0) according to the previous theorem 2.

Let’s prove that found solution is unique. Let’s suppose that different solution
v, (k,t) exists. If we replace v,(k,t), v,(k,0) and v,(k+1,—1,x) in(2)by v (k,1),
v (k,0) and v;(k+1,—1,x) correspondently, then relation (2) is satisfied for
v' (k,t). Thus using (3) we obtain

<Ntk

v, (k,t)—v; (k1)

m

v, (k,0) = v; (k. 0)[ +

{ n
+J‘e—A,(k)(t—x) z O, (W, (k+1.—1,x)—v (k+1. — [S,x)‘dx .
0

c,s=1

Similar to the proof of inequality (5) we can prove that

m

m t
<M (0" ()=,
m:

v, (k,t) =V, (k,1)

where M, (k) doesn’t depend on ¢. The right part of this inequality tends towards

0 m
. t
zero as common term of converge series E Ml(k)(pl”’(k)—'
m!
m=0

=M, (k)e”', thus

limv,, (k,t)=v,(k,t). Earlier we have proved that limv, (k,f)=v,(k,t), so
m—>0 m-—>o

v,(k,t) =v, (k,r) and it proves the unique of solution.
The next statement is more useful for practice.



Finding of incomes of HM-network with limited waiting time in queues ... 47

Theorem 4. Any approximation v, (k,t), m>1, can be presented in form of

m

power series

Vim (k> t) = i diml (k)tl 4 (7)

/=0

whose coefficients satisfy the recurrence relations:

[-Am] AR S EDTD, 0
o (R) ==, (k,0) A,(k)+§ o] 1,120, (8)

dyyi10(K) =V (k,0),  d,o (k) =v,(k,0)5),
where
Dlml (k) = Z cDics (k)dlml (k + Ic - Is ) > (9)
c,s=1

0, - Kronecker's symbol. If A,;(k)=1, series (7) converges for any finite t > 0.

Proof. Let’s prove that the coefficients of series (7) satisfy the recurrence rela-
tions (8). If we put successive approximations (7) in (3) and consider

—Ai(k)ll Aj(k)x /d I I [ A(k)t] ,1=0,12,...
N e { (k)} s MO g,

0 J=l+1

we will obtain

- k _ _
Z 1m+ll( ) ( ) |: —-e M (k)t:l +e A’(k)tvz (ka 0) +
10 A, (k)

+i i q)ics(k) ,m[(k-i-l ] )|: :| N Z [ -A (k)t]
1=0 ¢,s=1 (k) u=[+1

Taking into account definition (9) this series can be rewritten in form:

2 AK) | non A, (k)
goj iy (R = Yol { (k,0)— (k)}

u=I+1 u!

(D" [A (k)
+Z Iml(k)|:A (k)j| Z #
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. . . . . . . . —A;(k)t
Interchanging summation indices and making series expansion of function e "’

in powers of ¢, we obtain

< A k) &[-A (k)] A k) SED'D, R
d (k) ==L k,0)—— mux 22 4 (10
; 1m+ll( ) A, (k) ; { 1( ) Al (k) + ; [A]-(k)]u+] ( )

If we equate coefficients by ¢ in the left and the right parts of expression (10), we
will obtain recurrence relations (8) for coefficients of power series (7).
To find the converge radius R;(k) of power series (7) we use the Cauchy-

-Hadamard formula:

1 7 ol
%_lim | lml(k)| (11)

From (8) it follows that

[, ;k)]’ AW SV Dan® )

V, ’ u+1
AR D [AK)]

1

, m>1, u=0,/-1, is bounded by some finite value

|dlml (k)| =

[A (k)] |A(k)| 2D, (k)
v, (k,0)| + |A(k)| %‘[A(k)]uﬂ

Let’s prove that

mu

C(k). If v,(k,0) is bounded then relation D,,(k)= Zd)m(k) Vo(k+1,—1.,0)

c,s=1
<C,y (k) follows from definition of D, (k), C,, (k) - some bounded value and
D, (k)=0 foreach /=1,2,.... Since D,, ,,(k)=D,, ,,(k)=...= D, (k)= D,y (k),
SO Dlm IO(k) < COO(k) m=1.
Using induction we can prove that
| D, () < — l”( ) i-12.. (12)

For /=1:

|D1m—ll(k)| < Zn: q)lcs (k)dlmfll(k + ]c - Is) =

c,s=1
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Ai(k+lc_ls)_l)i — —
Ai(k+1c_].v) Ai(k+1c_].v) |

ZI_Zcpm(k)A(ku —I)v,(k+1,-1.,0)-

c,s=1

:% D, Ry, (k+ 1, = IO (k+ 1~ 1)~ A, (k+ 1, = 1) =D, o (k+ I, 1,)|<
cc,s=1
Clm—l l(k)
I

where C,, | ,(k)is bounded value. Let’s assume that inequality (12) is true for
[-1,1.e.

lm -1/- 1( )
-

Let’s prove that (12) is satisfied for /. Using (9) we obtain

| im—=11- l( )| (13)

1Dy (O <D @, (0)|d, (ke + 1, - 1) <— Z @, (O)[A,(k+1,-1)] x

c,s=1 c s=1

Al 1) - D™D, (k+ 1, ~1)u

vk +1 ~1.,0) —
AG+1-1) = [AGk+L-D]

Thus according to (13) we can take the right part of the last inequality as C,,_,,(k).
Let C, (k)= max C,,_1,(k), then

1_1 ]mu (k) ' < 1_1 ”’Ilu (k)u ' <
UZO [A (k)]u+1 l u' pur [A (k)]u+1 l
Cll(k)[A ] ¢ _GwA®m]
“ O[A (k)]u+1 I' il-1 s

where S, (k) - sum of the first of / terms of geometric progression,

[A,0)] 1
SiaO=1[A,®)] (A, k) -1)
l A (k)=1.

A (k) #]1,
i(k) So
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1 1 |A(k)| LD (k)
< AR)] k,0 i
0 (k) lm\/l!|"1( )|+|A (k)| ;‘[A (k)]u+l u!

s |v(k0)| |A(k)| Gk
SAi(k)[lgg’ (1_1)!11Lw\/| |A(k)l| ; S (k). (14)

It is obvious that the first and the second summands under the square root in the
second limit tends toward zero for / — . The last summand

A (k /—2_
CwSsL®_|C )

- ., AR =l,
T AT (A k- =
C, (k) A (k) =1,
1—;/72
=:C (k)M A (k)=1
IR R TV 1) ’
C/(k)a Az(k) =1,
is bounded if A, (k) >1.
Let’s show that equation (15) is satisfied for A,(k)>1
|v(k0)| |A(k)| C(k) ~
]_m\/ |A (k)l| Sia(k) =1. (15)

Let’s consider the cases:

k0) |A; k)| Ci(k
1) Let a,(k)= Iv( )| IA((/C))II 5) g(k) and a,(k)=1, suppose

Ya, (k) =1+x,(k), xl,(k) > 0. According to Bernoulli's inequality a,(k)=
=(1+x,(k)) =1+Ix,(k), so

Osxll(k)SW9 OS[llmxl](k)Slllm@:o’

R _ o = _
ie. }Ln;x,,(k) 0 and llir)g‘/al,(k) 1+0=1.
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>1 and

2)Let O0<a,(k)<1, then
) 1]( ) a,.,(k)

1
Wl/a,xk) lim{fia, ()

11m a,(k) =

Thus relation (15) is satisfied.

Let’s consider lim 1/ 0 11)' . Using Stirling's formula we obtain:

[—>©

1 1 3 1 _
zew\/(z ! l1m(/(l—1)!_ - o )

, -1\
,'Lr?oi/‘fz”(l_l)(ej exP(12(1—1)j
= 1 =
exp{lli_)rg In {(277(1 —1))% (l —1)$ eXp[12(19—1)l —l;lﬂ}
1

R -1 o 1-1\|
exp{}irg{zlln(Zﬂ(l—l)) +Tln(l —1)+ (12(1_1)1 _lﬂ}

where 0<6@ <1. Obviously that llim%ln(Zﬂ(l—l))zO, llim%ln(l—l):oo, SO

mlL:l=0
e\ (-1 o

From (14) it follows that the converge radius of power series (7) equals o.

Thus we proved that every approximation v,,(k,t) can be presented in form
of the power series which converges for A,(k)>1 and found recurrence relations
(8), (9) for coefficients of this series which are useful for computer calculations.

The last theorem allows us to find expected incomes of systems of the queueing
network with a huge number of states within a reasonable time. Besides, it is nec-
essary to note that the present method can be applied to find expected incomes of

systems of the open queueing network with an infinite number of states.

3. Example

Let’s consider the closed HM-network with one-type messages, number of mes-

sages in the network is K =8. Let n=5, m, =1, i=1,4, m; =2. The state number
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of such network equals 495. Let also =g, =p3=p, =2, s =4, p;=1,

1 — i
Ds; :Z, j=14, the rest of probabilities are equal zero;
1 — .
0,=02,0,=0,=60,=05,0,=1, q.s=1, q;. =—, j=1,4, the rest of probabili-
1 2 3 4 5 s 517

ties are equal zero; r(k)=k +1, r; (k.t)=kt, hy(k,t) = k,.\/;, i= 1,_5 The income

change of the third system by time is presented on plot 1. Income was calculated
by means of computer with the help of relations (7)-(9), the initial state of system
was (0, 1, 2, 0, 5).

(kD)

80
70
60
50
40
30
20
10

G 5
T T T T T T T T T T

0 o1 02 03 04 05 06 07 08 09 t

-

Fig. 1. Income change of system S3 in interval [0,1]
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