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Abstract. To determine the memory volume of information systems (IS), it was proposed 

to use a stochastic model, based on the use of a queueing network with bypasses, known as 

an HM-network. This model includes the servicing of heterogeneous requests along with 

their volumes, the ability to change the volume of such requests with their passage of time 

and the possibility of finding computer viruses in them, and therefore servicing requests  

can be interrupted at some random time. The expressions were obtained for the expected  

total values of the volume of requests in IS nodes. 
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1. Introduction  

In IS, the total volume of memory is limited to a certain value, which is usually 

called memory capacity [1]. When designing systems, the main task is to find the 

expected volume of memory to take into account the conditions that limit the share 

of lost information. One of the methods for solving problems of IS design is the use 

of HM-queueing networks (QN). According to IS, we will continue to understand 

systems as information transformation objects, delivered in the form of messages 

(requests) [1]. HM-networks can be used to determine the volume of a buffer storage 

of systems that are representing processing IS nodes and transferring demands.  

Neglect time dependence of requests processing of their volumes can lead to  

serious errors in finding the buffer memory in IS. The solution in the general case 

of the above problems can be based on the use of HM-networks with requests of 

many types (heterogeneous requests) and bypasses. In such networks, the request 
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during the transition from one queueing system (QS) to another brings some  

bypass last (which is equal to the volume of this request), and the bypass (volume) 

of the first QS is reduced by this amount. 

Note that the method of finding non-stationary probabilities and average charac-

teristics of G-networks, i.e. networks with positive and negative requests, operating 

under conditions of high load using the apparatus of multidimensional generating 

functions described in monograph [2]. The HM-network of such type was also  

investigated (in this case networks with positive and negative only homogeneous 

requests were considered). For the first time, the use of HM-networks to estimate 

memory in IS has been described in [3]. In [4], the method of finding the expected 

volume of homogeneous requests in open HM networks with a limited number of 

waiting places and bypasses of requests of the servicing systems was described,  

in [5] - HM-networks with the limited sojourn time of the requests in the queues,  

and in [6] - HM-networks with unreliable service of requests in systems. 

Open networks with two classes of requests - “positive” and “negative” - were 

proposed in [7] (they are now called G-networks). In [8, 9], G-network analysis 

with positive and negative heterogeneous reports in a stationary mode was carried 

out.  

Consider an open network with n - one-line systems to which r-type requests 

come. To the Si system from the outside (from the S0 system), the simplest stream 

of positive c-type requests with intensity 0ic   and the simplest stream of negative  

c-type requests with intensity 0ic 
 will enter, 1,i n , 1,c r . All stream requests in 

the network are independent. Requests come to the service randomly, i.e. if there 

are s-type kis - requests in the i-th QS, then the probability that the c-type request 

will be serviced is equal to 

1

ic

r

is

s

k

k



, 1,i n , 1,c r . The times of servicing positive  

с-type requests that join in QS Si are exponential distribution with parameter ic 
, 

1,i n , 1,c r . Negative с-type request, which enters the network system, in which 

there is even one positive с-type request, will destroy one of them of the same type. 

Each positive с-type request enters QS Si with a probability 0iсp , and negative 

with a probability 0iсp , 0 0

1 ! 1 !

1
n r n r

ic ic

i с i c

p p 

   

   , 1,i n , 1,c r . The positive  

с-type request after servicing in QS Si with the probability icjsp


 passes into QS Sj  

as the positive s-type, with the probability icjsp


 - as the negative s-type request and 

with probability  0

1 !

1
n r

ic icjs icjs

j s

p p p 

 

    leaves the network and goes outside 

(in QS S0) , 1,i j n , , 1,s c r . The network status is described by the 

11 12 1 21 22 2 1 2( , ,..., , , ,..., , , ,..., )r r n n nrk k k k k k k k k k
�

 vector nr dimension, where kic - the 

number of requests in QS Si с-type, 1,i n , 1,с r . 
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2. Analysis of HM-Markov networks with positive and negative 

requests of different classes  

Consider now our network, taking into account changes in the total volume of  
 

requests in systems when servicing positive and negative requests. Consider the  
 

case when changes in the volume of requests related to transitions between network  
 

states are deterministic functions, depending on the network and time states. Let Iic  
 

be the dimension vector nr with zero coordinates except the coordinate with the  

number  1r i c  , which equals 1;  ,iv k t
�

 - total volume of requests in the i-th 

QS system at time t if the network was in the k
�

-state at the time of the initial;  

 u x  - Heaviside step function, 0

1 1

n r

ic

i c

  

 

 , 0

1 1

n r

ic

i c

  

 

 . Possible transitions 

between network states, probability of transitions and changes of the total volume  
 

of network system requests related to these transitions are recorded in Table 1.  

Table 1. Possible transitions between network states, probability of transitions  

and changes of the total volume of requests in the system Si  

Possible transitions 

between network states 
Probability of transitions 

Changes of the total  

volume of requests in the 

system Si related to 

transitions between 

network states  

   , , Δk t k t t       
1 1

1
n r

ic ic

i c

u k t t o t   
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Cont. Table 1 
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Using the formula for the total probability for the expected value, we get  

a system of difference-differential equations (DDE) for the expected volume of 

 ,iv k t  in the system Si 
: 
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The number of equations in this system is equal to the number of network 

states, i.e. for an open network, equal to infinity ∞. Formally, the system of equa-

tions (1) can be reduced to a system of a countable number of nonlinear inhomoge-

neous DDE, and solved using numerical methods. But in practice this method  

can be used only in special cases, when the matrix of coefficients in the system  

of DDE has a special form.  

3. Analysis of the expected volumes of requests in the systems  

in the case when their changes from transitions between network 

states are random variables with given average values 

Let random variable (RV) ic - time of servicing the c type request in the system 

Si 
, which has the exponential distribution with the cumulative distribution function 

  1 ic

ic

μ t
ξF t e


  , 1,i n , 1,c r . Consider the dynamics of changes to the overall 

volume of the requests in the system Si of the network. Let, at the initial moment of 

time, the volume of requests for this QS be equal to vi0 
. We will be interested in the 

volume    ,
c

iV k t
�

 of с-type requests in the Si system at time t, when the network 

was initially in the state of k
�

 and is associated with transits of с-type requests  

between states of network systems. Changes in the volume of requests in the time 

interval  ,t t t   can be described by the formula 

            , , , ,
c c c

i i iV k t t V k t V k t t     
� � �

, (2) 

where 
   , ,
c

iV k t t 
�

 - change of Si system volume in the time interval  ,t t t  , 

related to the transitions between QS network systems of c-type requests, с, 1,i n , 

1,с r . In order to find the volume of с-type declarations in the system Si , we will 

save the conditional probabilities of events that may occur at time t  and change 

the volume of requests for this QS at that time. The following cases are possible:  

1) with the probability  0 Δicλ t o t    in the system Si enters a positive c-type  

request, which will increase the volume of requests by the size r0ic 
, where r0ic -  

a random variable (RV) with the expected value (e.v.)  0 0ic icE r a , 1,i n , 

1,c r ; 

2) with the probability  0icλ t o t     in the system Si enters a negative c-type  

request, which will reduce the volume of requests by the size 0icr , where 0icr  - 

a RV with the e.v.  0 0ic icE r a , 1,i n , 1,c r .  

Let ic - the probability that on servicing in Si QS there are entries of c-type, 

1,i n , 1,c n . Let’s assume that requests for different streams are expected to 

be serviced in different queues; all queues are r. If the service line becomes free, 
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then servicing with the probability 

1

ic
r

ic

c







 will enter the request from queue c, 

1,c r , 1,i n . 

3) with probability     
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

  


 the с-type request from the  

Si system will go to the external environment, the total volume of requests in  

the system Si will decrease by the size Ric0 
, where Ric0 - a RV with the e.v. 

 0 0ic icE R b , 1,i n , 1,c r ; 

4) a positive c-type request from the Si system will go into the Sj system as a s-type 

request with the probability   
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* 1
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
, , 1,i j n , 
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From the above follows 
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  (3) 

We find the expression for changing the average volume of requests in the  

system Si at the time t. Using (3) for the conditional expected value, we can write: 
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 (4) 

By calculating the average value on both sides in (2) with respect to  k t
�

,  

we have: 
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In the case when it operates under high load conditions, i.e. 0t  ,   0ick t  ,  

the last value takes the form: 
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4. Conclusions 

Further research in this direction may be related to the analysis of any  

(non-Markovian) networks with random volume requests and Markovian networks 

with other different features. 
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