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Abstract. To solve the problem of determining the volume of memory of information sys-
tems (IS), it was suggested to use a stochastic model based on the use of HM (Howard-
-Matalytski) - a queueing network with revenues. This model allows you to take into
account the dependencies of the processing times of messages (claims) on their volumes,
the possibility of changing the volume of messages over time, and also the possibility of
getting computer viruses into it. In such cases the processing of messages in nodes can be
interrupted for some random time. Expressions are obtained for the mean (expected) values
of the total message volumes in the IS nodes.
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1. Introduction

In IS, the total volume of memory is limited to a certain value, which is usually
called the volume of memory [1]. When designing an IS, the main task is to find
the average volume of memory in such a way as to take into account the conditions
that limit the share of lost information. One of the methods for solving problems
of designing IS is the use of HM-networks [2]. By IS we mean systems, objects
of transformation in which information comes in portions as messages [1].
HM-networks can be used to determine the volume of buffer memory systems that
are nodes of the IS processing and transmission of messages. Note that the problem
under consideration is one of the main ones, for instance, when designing hubs or
communication centres in data transmission networks. The model below can also
be used to solve an actual problem that arose not so long ago in IS, namely, the prob-
lems of excessive buffering (i.e., determining the required volume of memory) [3].
Excessive network buffering is a phenomenon that has arisen in networks with
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packet communication when excessive buffering causes an increase in packet transit
time and packet delay, and as a result, a decrease in the bandwidth of the IS.

The failure of the time dependence of the processing of messages from their
volumes can lead to serious errors in finding the volumes of the buffer memory
in the IS. The solution of the above problems in the general case can be based
on the use of HM-networks with revenues. In such networks, the claim during the
transition from one queueing system (QS) to another brings the latter some revenue
(equal to the volume of this claim), and the revenue (volume) of the first QS
decreases by this amount.

It should be noted that the method of finding the nonstationary state probabili-
ties and the mean characteristics of the G-network, i.e. network with positive and
negative claims operating under high load conditions (heavy-traffic regime) using
the apparatus of multidimensional generating functions is described in the mono-
graph [4], it also investigated HM-networks of this type. For the first time, the use of
HM-networks for estimating memory volumes in IS was described in [5]. In [6, 7],
a method for finding the mean total volume of the same type of claims in open
HM-network systems with a limited number of them in the queues and bypassing
the claims of the service systems has been described; in [8] - HM-network with
a limited waiting time for claims in the queues of the system, and in [9] - HM-net-
works with unreliable service of customers in QS.

In 1991, a new class of open queueing networks with two types of claims was
introduced by E. Gelenbe [9, 10] - “positive” and “negative” customers, they are
now called G-networks. For example, in computer networks “positive” claims are
tasks (programs), and “negative” claims - computer viruses [11]. This corresponds
to the fact that when entering a computer network the virus destroys or harms, it
infects one of the executable programs, reducing the number of active programs or
requests in the system by one [12-14]. Then the virus disappears from the network,
not getting any service for itself. It should be noted that the study of such networks
in the stationary regime was carried out in [10-12]. It has been proven that the
probability distribution of states has the product form.

G-networks are a class of stochastic models that are widely used also in the
modeling of neural networks, gene regulatory networks [15-17], estimation of
information systems and networks performance and modeling of energy flows in
systems with renewable energy sources [18-27].

Consider an open queueing G-network with » single-line QS. In QS §; from the
outside (from the system Sj) an incoming flow of positive (normal) of claims inten-
sity of A;; and Poisson flow of negative claims intensity of Ay, i=1,n. All flows
of claims entering the network are independent. The service time of the positive
claims in the QS S; exponentially distributed with mean g,, i =1,n. Negative claims
coming to some system of the network in which there is at least one positive mes-
sage instantly destroys (destroys, removes from the network) one of them. On the
assumption of an exponential distribution of service time of positive claims may
not care about what kind of message is destroyed. After this, it immediately leaves
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the network itself without getting in the QS no maintenance. Thus, each QS of the
network can be served by only positive claims, so in the future, when speaking
about the positive claims service, usually for the sake of brevity they are simply
called claims [15].

Each positive claim is sent to the QS of the S; with probability p ; ., and the neg-

ative - with probability py;, z Do =z Dpoi=1,i= I,_n A positive claim ser-
i=1 i=1
viced in the QS S, with probability p; sent to the QS S, as a positive claim, with
a probability p; - as a negative claim, and with probability p;, =1 —Z(p; +py )
=1

leaving from the network to the external environment (QS S,), i, j =1,n. The state
of the network meaning the vector k(t)z(k,t) = (k. ky,....k,,t), where k; - the
number of claims at the moment of time ¢ at the system S, i =1, n.

2. Analysis of Markov HM-networks with positive and negative claims

We will now consider our network taking into account the change in the total
volume of claims in the QS when serving positive and negative claims. Consider
the case where changes in the volume of claims associated with transitions between
network states are deterministic functions that depend on network states and time.
Possible transitions between network states, transition probabilities and changes
in the total volume of claims in the system from these transitions are indicated in
Table 1. They are similar to the one in [28] for a network without negative claims.

Using the full probability formula for mathematical expectation, we obtain
a system of difference-differential equations for the expected volume of claims
v,(k.t) in the system S:
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Table 1. Possible transitions between network states, their probabilities and changes
in the volume of memory in the system

Changes in the total volume
Possible transitions .. e of claims in the system S,
Transition probabilities . . -
between network states associated with transitions

between network states
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The number of equations in this system is equal to the number of network
states, i.e. for an open network is infinity. Formally, the system of equations (1)
can be reduced to a system of countably many linear inhomogeneous ordinary dif-
ferential equations with constant coefficients, which in matrix form can be written
in the form

avi(o) _
et Y ORSAUR 2

where V,T(t) = (vl-(l,t), v, (2,1),...,v,(1, t),...) - the required vector of the volume of
the system's claims ;. The solution of the system (2) can be found using the direct
method (using the matrix exponent) [29]. Multiplying both sides of system (2) by
e~ we obtain

V() =" V,(0)+ [0, (r)dx, 3)
0

AZIZ . . Amtm

where: e =T+ At +

+... - matrix exponent, / - identity matrix.

To find the matrix e, as is known, we must find eigenvalues ¢,,¢,....,q.... of
the matrix 4 and the complete system of corresponding right eigenvectors u'", 1'%,
cuD L if possible. Then we have to use the representation e =UB(t)U ™",

where U - matrix whose columns are eigenvectors «”,u'?,...,u'", ..., B(f) - diago-

nal matrix:
e 0 0
0 e* 0
BO)=| ... o o e .
0 0 el

But because of the unlimited dimension of the matrices 4, Q,(¢) in practice, this
method can be used only in special cases when they have a special form.

3. Analysis of expected volumes of claims in systems in the case
when their changes from transitions between network states are
random variables with given moments of the first two orders

Let ¢ - the service time of the claim in the system S, distributed according to

c
an exponential law with the distribution function F (t) =1-e™", i=1,n. Consider
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the dynamics of changes in the volume of claims in the system S.. Suppose, at the
initial instant of time, the volume of claims for this QS was equal to v,,. We will be
interested in the total amount of claims in the system V(t) at time ¢. Changing the

1

volume of claims in the interval [£,¢ + Ar) described by the relation

Vit +At)=V,(c)+ AV, (e, Ar), (€]

where AV;(t,At) - volume changes in QS S, on the time interval [t,t +A1), i=1n.
To find the volume of claims in the system S,, we write the conditional proba-

bilities of events that can occur during the time As and change in the volume of

claims for this QS during this time. The following situations are possible:

1) with probability AgAt +0(At) to the system S; from the external environment
will come positive claim, which will increase the volume of its claims by the
amount 7y, where 7, - random variable (RV) with mathematical expectation (E)
E{ro,-} =ay, i=lLn;

2) with probability 1,Ar + o(At) to the system §; from the external environment

will come a negative claim, which will reduce the volume of its claims by the
amount —7y;, where 7, - RV with E E{FO,-} =ay;, i= Ln;

3) with probability y; p;, u(kl- (t))At+0(At) a positive claim comes out from the
network to the external environment, while the total amount of volume of
claims S; is reduced by an amount which is equal to R,,, where R, - RV with E
E{Rfo}zbma i=l,_n;

4) a positive claim from the system S, will transfer to the system S, with probability
y,.p;-u(k,. (t))At+0(At), i,j= Ln, i# 7. with such a transition the volume of
claims in the system S; decreases by an amount RU-( 1), and the volume of
claims of the system S; will increase by this amount:

E {Ry(‘f,)}zIRy(t)dFé,(t):ﬂiJ.Rq(t)e_ﬂi tdtzays i=l,_n, j=1,_n, 1+,
0 0

5) with probability x,p jfu(k, (1))Az +o(Ar) a positive claim will be transferred from
the system S to the system S, while the volume of claims in the system S, will

increase by R j,(é‘ j), and the volume of claims in the system S; will decrease by

this amount, £ {Rj,-(g”j)} =a;, j=Ln, j#i,

6) a positive claim from the system S, will transfer to the system S; with probability
iy AL+ O(At) as a negative claim, 7, j = Ln,i# 75 with such a transition, the
volume of claims in the system S, increase by Rj, where R; - RV with E
E {EU} =c

l:/’ i’j:1’n7 iij;
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7) with probability 1—2(25 G+t u j)AtJro(At) on time Af¢ the network state
J=1
will not change;

8) for every short period of time A¢ the system S; because of the presence of
claims in it increases its volume of claims by the amount r,Az, where r, - RV
withE E{r}=d,, i=1,n

It follows from the above:

ro; + 1At with pr. A, At +o(Ar),

— 1y, + 1 At with pr. A, Ar + O(At)

— Ry + 1At with pr. i p;y u( () At+0(At)

AV, (6, A1) = —-R; (5 )+ r, At with pr. Py u ulk, () At + o(At), =L j#i, (5)
Rj,(é‘j)+r,Atw1thpr.,ujpﬂ- ( (t))At+0 —ln J#i,

- Eﬂ- +r, At with pr. g, p,; At + o(At), j=1n

At with pr. 1 — Zn: [zgj + 2, + yj]At +o(Ar).

J=1

Let’s find the expression for changing the average volume of applications in the
system S, at the time ¢. Suppose that all network systems operate in a high load

mode, i.e., &, (t)> 0, V>0, i= 1,_n Then, taking (5) into account for the mathe-
matical expectation, we can write:

E{AV,(t,A0)} = (ay, +d, Az)(zg,. At + o(At))+ (—ay, +d, At)(/lo_l- At + o(At))+
+ (— b,y +d At)(,u, Dio AT+ O(At))
+ Z [(— a; +d, At)(ﬂ,pU At +o(Ar) )] +Z [(aﬂ +d, AtX,Llj PiAL+ o(At))]

Jj=1

+ i [(— c; +d;At )(,ul-p,;At + O(AI))] +d,At| 1- i [ig, +, + ,Uj]At + O(At)j =
=1 J=l
IiaOIlO aOJ‘OI IOlLllpIO]At +
+ Zn:[—aﬁy,p; +aupp—Cyt Dy + d,-]At +o(Ar), i=1,n

J=1
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Therefore, as follows from (4),

Vi(t+At)=M{ i(t+At)} :Vi(t):

J=1 J=1 J=1

= [aOij'(; — Aol — 14 z C;Py +d; = bt pio — Z aijﬂip;' + z aji/ujp_;—i ]Af + O(Af)’

1.€.

Vi (t): Vio‘i'[iot'%i_ j’()_iEOi_/ui(biOpiO "‘Z (aijpz;+cijpij_‘ )}‘Z ﬂjaﬁp}rﬁdl‘]ta i=Ln.

J=1 J=1

4. Example

Let the number of QS in the network # = 10. Intensity of the input flow of posi-
tive and negative claims A;; and A, are equal respectively A5, =2, A5, =4, A, =3,
A1 =1, Ay, =2, Ay, =3, the rest are zero. Intensity of service of claims g, are equal
M= =p3=2, py=1, ps=3, p=5, p;=3, pg=13, uy=7, py=8. Let the

el . 1
probabilities p; are equal respectively pj; = p)5 e Do\ = Py = Pas= Prs= P31 =
=Py =Ds=DP3;=0.1,  Dp=DPis=Pig= D5 = D3y = Psg = Py = Py = Pes = Py =
1 1
= Pg9 = P?} = P;6 = P% = P§4 = g; Pgs = Pgo = Pg,lo = P;% = P;7 = Pgs = P;r,lo = ga

Pros =Dioo = 0.2, the rest are zero. The probabilities that positive claims served in
the QS §,, sent to the QS §; as negative claims are equal p, = p3 = py, = pys = pag =
= P52 = Psa = Psg = Dss = Pe3 = Pes = P61 = P69 = P73 = P79 = Psa = D5 = P9 = Ps.10 = Pos =

_ _ _ 1 _ _ _ _ _ _ _ _ _ _ 1
= P97 = Pog = P10 25, P21= P23 = P24 = P25 = P31 = P32 = P36 =P37= Pros = P10,9 :Ha

the rest are zero. Probabilities of exiting claims from the network to the external

. 4 : .
environment p,, = p;o = 2—74, Proo= T The corresponding mathematical expecta-

tions are equal: @y, = dys = Ay = Ag19= o3 =10000, ay, =20000, ay; =a,=30000,
501 = 1000, Ay, = Ayg = 6705 = 50000, ay; = 40000, 6702 = 60000, 6_104 = 25000, 6_106 = 7000,
6707 = 3000, 6708 = 2500, 6709 = 1200, 6_1010 = 9000, blO = b50 = b60 = b70 = bl0,0 = clz =
by =bsg=bgy = by = bl0,0 = Cy = C31 = C3p = C34 = €37 = 1000, g3 = c45 = C47 = €59 =1700,
C73 = C76 = C79 = 2300, byy=Cy1 = Cp3 = Cyy = Cy5 = Cy5 = Cyg = Cgq = Cg5 = Cgo = Cg10 =
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d, =120, d; =800, dy =120, the rest are zero. Random changes in the volume of
claims in the system S, has the form:

Ry(£)=3000&,  Ry(&)=2500+&,,  Ryu(&)=1005, Ry, (&)=2004,,
Ry5(&,)=2000¢,, R, (&5)=10,5¢ +1000, Ry, (&)= 0,1¢; +10000,
Ry(&)=0,5¢ + 450, Ry;(&3)= 0,55 + 5000, Ry, (&,)=10&, —100,
Rsm( 8) (58 +200)7 R45( 4)=(§4 +100)§4, R48( 4)=2000§4=
Ry, (&5)=1000¢ - 10, Rog (&) =& +1000, Ry (&5)=1000&; +100,
Rss( )2100055"‘300 Rss(gs)—l()()ogs’ R39(§8) 58(58—10)7 R63(§6)=§6 +1000,
Res(&5)=5¢5 +1000, Re7 (&) =3¢ +1000, Ripg(&0)=3000¢,,
Reo(¢)=2¢4+1000, Ry5(&)=1000¢,; ~100, Ry6(&;)=1000¢; ,
Rigo(é10)=30008,—100,  Ry(&)=100&+300,  Ry(&)=&(& +1000),
Rys (&)= &(& +100), Roy (&) =3¢, +1000, Rog(&) =10&, +1000,

Ry10(&) =&, —100.

The mathematical expectations of these random volumes were calculated in the
Mathematica package and are equal, respectively

a, =144000e 't a,=48e72(0,1+1000¢), ay =48¢ (2500 +1), ay, =4800e1,
@y =9600e ', ay5 =96000e ¢, ay, = 48¢> (1000 +0,5¢), as, = 48e ™ (1000 + 0,1¢),
a3 =48¢7(450+0,5¢), ay, =240e7'(t—10), a,s=24e”'(t+100), ay,=48000e”,
as, = 720e (1007 - 1), as, = 7200e (10¢ 1), asg=7200e (101 + 3
sy = 72000, ays =576000e ¢, ag=96e " (t+1000), ags=96e" (5¢+1000
ag; =96e ™ (3¢ +1000), s = 72000t ago =96~ (2¢ +1000
az;=7200e™ (~1+1000¢), a9 =7200e (3+1), ag, =312¢77(1000 + 1
ago=312e7 (10 +1)1, ag 19 =312¢7(200+1), dgs =168¢77 (1000 + ¢
ags =312¢7 (100 +¢), ay; =168¢77 (1000 + 3¢), oy = 1680e 77 (100 +¢
dy10=168¢7" (¢ ~100).

B

’

~— N

B

s

s

N N N N

B

Let the volume of claims at the initial instant of time be v,;=0, i =1,n. Con-
sider a time interval of length in24 h, 7 € [O, T ], T =24.

Finding the expected volume of claims in the network systems was implement-
ed as a program for a package of mathematical calculations Wolfram Mathematica.
Figure 1 shows the change in the expected volume of claims in the system for
HM-network with negative claims.
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Fig. 1. Volume changes of claims in the i-th QS

5. Conclusions

Further researching in this direction can be associated with the analysis of
arbitrary (non-Markov) networks with claims with random volume and Markov
networks with various other features.
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