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Abstract. In this work we study the fractional forced pendulum equation with combined 

fractional derivatives 
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g Cα< < ∈ ℝ ℝ , bounded and [ ]0,f C T∈ . Using minimization techniques 

form variational calculus we show that (0.1) has a nontrivial solution. 
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1. Introduction 

Fractional order models can be found to be more adequate than integer order 

models in some real world problems as fractional derivatives provide an excellent 

tool for the description of memory and hereditary properties of various materials 

and processes. The mathematical modeling of systems and processes in the fields 

of physics, chemistry, aerodynamics, electrodynamics of complex medium, poly-

mer rheology, etc. involves derivatives of fractional order. As a consequence, the 

subject of fractional differential equations is gaining more importance and atten-

tion. There has been significant development in ordinary and partial differential 

equations involving both Riemann-Liouville and Caputo fractional derivatives. 

For details and examples, one can see the monographs [1-3] and the papers [4-13]. 

Recently, also equations including both - left and right fractional derivatives, 

are discussed. Equations of this type are known in literature as the fractional Euler-

-Lagrange equation and are obtained by modifying the principle of least action and 

applying the rule of fractional integration by parts. The first results were derived by 

Riewe [14, 15]. Then the Lagrangian and the Hamiltonian formulation of fractional 

mechanics were developed for models with a symmetric and an antisymmetric 

fractional derivative [16], subsequently for models with sequential fractional 

derivatives [17] and for models with constraints [18]. 
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The characteristic feature of these equations of motion is the mixing of left- and 

right-sided Riemann-Liouville fractional derivatives. Therefore, these new classes 

of fractional differential equations become an interesting area of investigation. Cer-

tain fractional equations of this type were studied in papers [19-22]. In the solution 

of fractional equations of variational type the composition rules of fractional calcu-

lus together with fixed point theorems were applied. Unfortunately, this solution is 

represented by series of alternately left and right fractional integrals and therefore 

is difficult in any practical calculations. Then the Mellin transform was proposed 

as a method of solving some equations including the composition of left- and 

right-sided derivatives [23], but this solution is represented by complicated series 

of special functions. This greatly limits practical implementations, for example 

sometimes it is very difficult to illustrate the solution in a graphical form. 

We note, in particular, that the fractional oscillator equation with mixed 

derivatives 

( )( ) , [ , ]
t b a t
D D u t u t t a b
α α

λ= ∈  

and the nonlinear version 

( ) ( ) ( )( ) [ ]0
' 0, ,

t T t
D D u t V u t t a b
α α

λ− + = ∈  

were studied in the works mentioned above. This type of equations has been found 

very useful tools for modelling many phenomena in the construction industry 

[24, 25]. 

Motivated by these previous works, in this paper we deal with the fractional 

forced pendulum equation 

 
( )( ) ( ) ( )

( ) ( )

0
( ) , 0,

0 0

t T t
D D u t g u t f t t T

u u T

α α

− + = ∈

= =

  (1.1) 

where 
1

1
2
α< < , ( ),g C∈ ℝ ℝ , bounded and [0, ]f C T∈ . 

In particular, if α = 1, boundary value problem (1.1) reduces to the standard 

second order forced pendulum equation 

 ( )( ) ( )"( )u t g u t f t+ =  (1.2) 

Hamel was the first researcher who considered this problem in a particular case: 

g(u(t)) = asin(u(t)) and f(t) = bsin(t). Hamel’s paper starts by an existence result for 

a 2π-periodic solution of equation (1.2) by using the direct method of the calculus 

of variations were made rigorously by Hilbert at the beginning of the century. After 

Hamel’s work had been a great interest in study existence of periodic solution to 

(1.2) and its generalization see [26] and [27]. 
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Before stating our main results, let us introduce the main ingredients involved 

in our approach. We define the fractional space 2 2

0
{ [0, ]: [0, ]

t
E u L T D u L T
α α

= ∈ ∈  

and (0) ( ) 0}u u T= =  and we say that u is a weak solution of (1.1) if 

( ) ( )( ) ( ) ( ) ( )0 0

0 0

( ) ,

T T

t t
D u t D v t g u t v t dt f t v t dt v Eα α α − + = ∀ ∈ ∫ ∫  

Moreover, we note that u is a weak solution of (1.3) if and only if u is a critical 

point of the functional 

( ) ( )( ) ( ) ( )

2

0

0

( )

2

T
t

D u t
I u G u t f t u t dt

α 
 = − +
 
  

∫  

which is 1
C , weakly-lower semicontinuous and satisfies the ( )

C
PS  condition. 

Now we are in a position to state our main existence theorem. 

Theorem 1.1. Let 
1

1
2
α< < , ( ),g C∈ ℝ ℝ , bounded and [0, ]f C T∈ . The problem 

(1.3) has at least one solution. 

 Our approach to prove Theorem 1.1 is variational. We used to classical result 

from the calculus of variation. We recall this theorem for the reader’s convenience. 

Theorem 1.2. [28] Let φ be a weakly lower semi-continuous functional bounded 

from below on the reflexive Banach space X. If φ is coercive, then 
X

c inf ϕ=  

is attained at a point 
0
x X∈ . 

Theorem 1.3. [28] Let ( )1
,C Xϕ∈ ℝ  be a bounded below and 

X
c inf ϕ= . Assume 

that φ satisfies ( )
C

PS  condition. Then c is achieved at a point 
0
x X∈  and 

0
( ) 0xϕ ′ = . 

Where a functional ( )1
,C Xϕ ∈ ℝ  satisfies the Palais-Smale (PS) condition if every 

sequence 
n
x X∈  such that ( )

n
xϕ  is bounded and lim ( ) 0

n n
xϕ

→∞
′ =  in *

X  has 

a convergent subsequence. A variant of (PS) condition, noted as ( )
C

PS  was intro- 

duced by Brézis, Coron and Niremberg [28]: Let c∈ℝ , ( )1
,C Xϕ ∈ ℝ  satisfies the 

( )
C

PS  condition if every sequence 
n
x X∈  such that 

lim ( )
n n

x cϕ
→∞

=  and lim ( ) 0
n n

xϕ
→∞

′ =  in *
X , 

has a convergent subsequence. It is clear that (PS) condition implies the ( )
C

PS   

condition for every c∈ℝ . 

This article is organized as follows. In § 2 we present preliminaries on fractional 

calculus and we introduce the functional setting of the problem (1.3). In § 3 we 

prove the Theorem 1.1. 
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2. Reminder about fractional calculus 

2.1. Some spaces of functions 

For any 1p ≥ , : ( , )
p p

L L a b=  denotes the classical Lebesgue space of  p-integra- 

ble functions endowed with its usual norm 
p

⋅ . Let us give some usual notations 

of spaces of continuous functions defined on [ , ]a b  with values in R: 

• : [ , ]AC AC a b=  the space of absolutely continuous functions; 

• : [ , ]C C a b
∞ ∞

=  the space of infinitely differentiable functions; 

• 
0 0
: [ , ]C C a b
∞ ∞

=  the space of infinitely differentiable functions and compactly 

supported in ( , )a b . 

We remind that a function f AC∈  if and only if 
1

f L′∈  and the following 

equality holds: 

 [ ] ( ) ( ) ( ), , '

t

a

t a b f t f a f s ds∀ ∈ = + ∫   (2.1) 

where f ′  denotes the derivative of f . Finally, we denote by 
a

C  (resp. 
a

AC  or 
a

C
∞

) 

the space of functions f C∈  (resp. AC  or )C
∞  such that ( ) 0f a = . In particular, 

0 a a
C C AC
∞ ∞

⊂ ⊂  

2.2. Fractional calculus operators 

Let 0α >  and u be a function defined . .a e  on ( , )a b  with values in R. The left 

(resp. right) fractional integral in the sense of Riemann-Liouville with inferior limit 

� (resp. superior limit �) of order α  of u is given by: 

 
( )

( ) ( )
11

( ) , ( , ]

t

a t

a

I u t t s u s ds t a b
αα

α

−

= − ∀ ∈
Γ

∫   (2.2) 

respectively: 

 
( )

( ) ( )
11

( ) , [ , )

b

t b

t

I u t s t u s ds t a b
αα

α

−

= − ∀ ∈
Γ

∫   (2.3) 

where Γ  denotes Euler’s Gamma function. If 
1

u L∈ , then 
a t
I u
α

 and 
t b
I u
α

 are 

defined . .a e  on ( , )a b . 

Now, let us consider 0 1α< < . The left (resp. right) fractional derivative in the 

sense of Riemann-Liouville with inferior limit a (resp. superior limit b) of order α  

of u is given by: 

 ( )( )1
( ) , ( , ]

a t a t

d
D u t I u t t a b

dt

α α−

= ∀ ∈  (2.4) 
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respectively: 

 ( )( )1
( ) , [ , )

t b t b

d
D u t I u t t a b

dt

α α−

= − ∀ ∈   (2.5) 

From [1], if u AC∈ , then 
a t
D u
α  and 

t b
D u
α  are defined . .a e  on ( , )a b  and satisfy: 

 ( )
( )

( ) ( )
1

( ) '
1

a t a t

u a
D u t I u t

t a

α α

α

α

−

= +

− Γ −

  (2.6) 

and 

 ( )
( )

( ) ( )
1

( ) '
1

t b t b

u b
D u t I u t

b t

α α

α

α

−

= − +

− Γ −

  (2.7) 

In particular, if 
a

u AC∈ , then 1
( ) ( )

a t a t
D u t I u t
α α−

′= . So in this case we have 

the equality of Riemann-Liouville fractional derivative and Caputo derivative 

defined by 

 ( )1
( ) '

c

a t a t
D u t I u t
α α−

=  (2.8) 

and 

 ( )1
( ) '

c

t b t b
D u t I u t
α α−

= −   (2.9) 

So with this definition (2.6) and (2.7) can be rewritten 

( )
( )

( ) ( )
( )

1

c

a t a t

u a
D u t D u t

t a

α α

α

α

= +

− Γ −

 

and 

( )
( )

( ) ( )
( )

1
t

c

t b b

u b
D u t D u t

b t

α α

α

α

= +

− Γ −

 

2.3. Some properties of fractional calculus operators 

In this section we provide some properties concerning the left fractional opera-

tors of Riemann-Liouville. One can easily derive the analogous version for the 

right ones. The first result yields the semi-group property of the left Riemann- 

-Liouville fractional integral: 

Property 2.1. For any , 0α β >  and any function 
1

u L∈ , the following equality 

holds: 

 
a t a t a t
I I u I u
α β α β+

=�  (2.10) 
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From Property 2.1 and the equations (2.6) and (2.7), one can easily deduce the 

following results concerning the composition between fractional integral and 

fractional derivative. For any 0 1α< < , the following equalities hold: 

 1
,

a t a t
u L D I u u

α α

∀ ∈ =�   (2.11) 

and 

 ,

a a t a t
u AC I D u u

α α

∀ ∈ =�   (2.12) 

Another classical result is the boundedness of the left fractional integral from 
p
L  

to 
p
L : 

Property 2.2. For any 0α >  and any 1p ≥ , 
a t
I u
α  is linear and continuous from 

p
L  to 

p
L . Precisely, the following inequality holds: 

 
( )

( )
,

1
pp

p

a t LL

b a
u L I u u

α

α

α

−
∀ ∈ ≤

Γ +
  (2.13) 

Property 2.3. (Integration by parts) Let 0 1α< < . Let 
p

u L∈ ,
q

v L∈ , where 

1 1
1, 1 and 1p q

p q
α≥ ≥ + < +  

or 

1 1
1, 1 and 1p q

p q
α≠ ≠ + = +  

Then, the following equality holds: 

 ( ) ( ) ( ) ( )
b b

a t t b

a a

I u t v t dt u t I v t dt
α α  = ∫ ∫   (2.14) 

In the discussion to follow, we will also need the following formulae for frac-

tional integration by parts 

Property 2.4. Let 0 1α< < , then 

 ( ) ( ) ( ) ( ) ( ) ( )1

b b
t b

c

a t t b t b
t a

a a

u t D v t dt v t I u t v t D u t dt
α α α

=

−

=

= +∫ ∫   (2.15) 

Moreover, if v  is a function such that ( ) ( ) 0v a v b= = , we have simpler 

formulae: 

 ( ) ( ) ( ) ( )
a

b b

c

t t b

a a

u t D v t dt v t D u t dt
α α

=∫ ∫  (2.16) 
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The following property completes Property 2.2 in the case 
1

0 1
p
α< < < : 

indeed, in this case, 
a t
I u
α  is additionally bounded from 

p
L  to 

a
C : 

Property 2.5. [29] Let 
1

0 1
p
α< < <  and 

1

p
q

p
=

−

. Then, for any 
p

u L∈ , we 

have:  

• 
a t
I u
α

 is Hölder continuous on ( , ]a b  with exponent 
1

0
p

α − > ; 

• lim ( ) 0
a t

t a

I u t
α

→

= . 

Consequently, 
a t
I u
α  can be continuously extended by 0 in t a= . Finally, for any 

p
u L∈ , we have 

a t a
I u C
α

∈ . Moreover, the following inequality holds: 

 
( )

( ) ( )( )

1/

1/
,

1 1
p

p

p

a t q L

b a
u L I u u

a q

α

α

α

−

∞

−
∀ ∈ ≤

Γ − +

  (2.17) 

2.4. Fractional derivative space 

In order to prove the existence of a weak solution of (1.3) using a variational 

method, we need the introduction of an appropriate space of functions. This space 

has to present some properties like reflexivity, see [30]. 

Throughout this paper, we denote by the norm of the space [0, ]
p
L T  for 

1 p≤ ≤ +∞  as ( )
1

0

( )p

p
T p

L
u u t dt= ∫  and [0, ]max ( )

t T
u u t

∈
∞

= . 

Definition 2.1. Let 0 1α< <  and 1 p< < ∞. The fractional derivative space , p
E
α  

is defined by 

{ },

0:[0, ] : [0, ]
p c p

t
E u T uis absolutely continuous and D u L Tα α

= → ∈ℝ  

For every , p
u E

α

∈ , we define 

 ( ) ( )

1/

0,

0 0

p
T T

pp c

tp
u u t dt D u t dt

α

α

 
= +  
 
∫ ∫   (2.18) 

Definition 2.2. Let 0 1α< ≤  and 1 p< < ∞ . The fractional derivative space , p
E
α  

is defined by the closure of [0, ]C T
∞  with respect to the norm (2.18), that is 

[ ] ,
,

0 0 0, pp
E C T

αα
⋅

∞

=  
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Remark 2.1. 

i. It is obvious that this fractional derivative space ,

0

p
E
α  is equal to 

[ ] [ ] ( ) ( ){ },

0 00, : 0, and 0 0
p p c p

t
E u L T D u L T u u T
α α

= ∈ ∈ = =  

ii. It follows from the boundary condition (0) ( ) 0u u T= =  that we see the fact that 

0 0

c

t t
D u D u
α α

= , 
c

t T t T
D u D u
α α

= , [0, ]t T∈ . This means that the left and right Rie-

mann-Liouville fractional derivatives of order α  are equivalent to the left and 

right Caputo fractional derivatives of order α . 

The properties of the fractional derivative spaces , p
E
α  and ,

0

p
E
α  are listed as 

the following lemma: 

Lemma 2.1. Let 0 1α< ≤  and 1 p< < ∞ . 

1) Both the fractional spaces 
, p

E
α  and ,

0

p
E
α

 are reflexive and separable Banach 

spaces. 

2) For any ,

0

p
u E

α

∈  we have 

( ) [ ]0 0
( ) , 0,

c

t t
D u t D u t for any t T
α α

= ∈  

3) ,

0 [0, ]
p p

E L T
α

→  is continuous and  

0
( 1)

p ptL L

T
u D u

α

α

α

≤
Γ +

 

4) Assume that 
1

p
α >  and the sequence { }

n
u  converges weakly to u in 

,

0

p
E
α , i.e. 

n
u u→ . Then { }

n
u  converges strongly to u in [0, ]C T , i.e. 

0,
n

u u as n
∞

− → →∞  

Moreover, if 
1 1

1
p q
+ = , then 

( )( )

1/

01/

( ) 1 1
p

p

tq L

T
u D u

q

α

α

α α

−

∞

≤

Γ − +

 

By the property (3) in Lemma 2.1, we observe that the equivalent norm in ,

0

p
E
α  

is defined by ( )

1/

0,

0

p
T

p
c

tp
u D u t dt

α

α

 
=   
 
∫ , 

,

0

p
u E

α

∀ ∈ . 
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In this paper, the work space for problem (1.3) is ,2
E E
α α

=  with 
1

1
2
α< ≤ . 

The space Eα  is a Hilbert space with the inner product and the corresponding 

norm defined by 

( ) ( ) ( )

1/2

2

0 0 0,2

0 0

, and

T T

c c c

t t t
u v D u t D v t dt u u D u t dt

α α α

α α

 
= ⋅ = =   

 
∫ ∫  

3. Fractional forced pendulum 

In this section we deal with the fractional boundary value problem 

 
( )( ) ( ) ( )

( ) ( )

0
( ) , 0,

0 0

t T t
D D u t g u t f t t T

u u T

α α

− + = ∈

= =

  (3.1) 

Where 
1

1
2
α< < , ( , )g C∈ ℝ ℝ , bounded and [0, ]f C T∈ . 

We recall the notion of solution for (3.1). 

Definition 3.1. A function  : [0, ]u T →    R   is called a solution of (3.1) if 

1. ( ) 1  

0
  ( )

t T t
I u D u t
α α−

 and 
 1

0
( ) 

t
I u t
α−

 are derivable in  (0, ) t T∈  and 

2.  u  satisfies (3.1). 

Moreover, associated to (3.1) we have the functional :  I E
α

→ R  defined by 

( ) ( )( ) ( ) ( )

2

0

0

( )

2

T
t

D u t
I u G u t f t u t dt

α 
 = − +
 
  

∫  

where 

( ) ( )
0

t

G t g s ds= ∫  

and remember that u is weak solution of (3.1) if u is a critical point of the func-

tional I . We recall our main theorem. 

Theorem 3.1. Let 
1

 1
2
α< < ,  ( , )g C∈ R  R , bounded and  [0, ]f C T∈ . The problem 

(1.3) has at least one solution. 

The proof of Theorem 3.1 is divided into two parts. In the first part we prove 

the existence of   u E
α

∈  such that 

( ) ( )min
E

I u I v
α

=  
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for this purpose we use the Theorem 1.2. On the second part using Theorem 1.3, 

we just proved that 

( )  0I u′ = . 

First, we consider the following fractional boundary value problem: 

 
( )( )

( ) ( )

0
( ) ,

0 0

t T t
D D u t f t u t

u u T

α α

− =

= =

 (3.2) 

Where :[0, ]f T × →   R   R  is continuous and when there exists   0K >  such that its 

indefinite integral 

( ) ( )
0

, ,

y

F x y f x s ds= ∫  

satisfies the condition 

 ( ) ( ) [ ], for all , 0,F x y x y T≤ ∈ ×ℝK  (3.3) 

Weak solutions of (3.2) are the critical points of the functional 

 
( ) ( )( )

2

0

0

:

( )
,

2

T

t

E

D u t

u u F t u t dt

α

α

ϕ

ϕ

→

 
 → = −
 
  

∫

ℝ

  

We have the following theorem. 

Theorem 3.2. Let 
1

   1
2
α< ≤ ,   ([0, ] , )f C T∈ ×   R R  such that its indefinite integral F 

satisfies condition (3.3). Then the problem (3.2) has at least one weak solution. 

Proof. By condition (3.3) 

( ) ( )( )

2
2

0

0

( )
,

2 2

T
t

D u t u
u F t u t dt T

α

α

ϕ

 
 = − ≥ −
 
  

∫ K                   (3.4) 

and the functional ϕ  is coercive. We now show that it is weakly lower semi- 

continuous. Let ( )  
n

u E
α

∈  such that   
n

u u⇀ . Then, by the compact embedding of 

E
α

 into [0, ]C T ,   
n

u u→  uniformly on [0, ]T . Furthermore, since 

2

0 0

0

( ) ( ) 0

T

t n t
D u t D u t dt
α α − ≥ ∫  
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we deduce 

( ) ( )
2 2

0 0 0 0

0 0 0

( ) 2 ( ) ( ) ( )

T T T

t n t n t t
D u t dt D u t D u t dt D u t dt
α α α α

≥ −∫ ∫ ∫  

and hence 

( ) ( )

( )

2 2

0 0 0 0

0 0 0

2

0

0

lim inf ( ) lim inf 2 ( ) ( ) ( )

( )

T T T

t n t n t t
n n

T

t

D u t dt D u t D u t dt D u t dt

D u t dt

α α α α

α

→∞ →∞

 
≥ −  

 

≥

∫ ∫ ∫

∫

 

This implies 

( ) ( )lim inf
n

n

u uϕ ϕ
→∞

≥  

Then ϕ  is weakly lower-semicontinuous on E
α

 and the existence of a minimum 

for ϕ  follows from Theorem 1.2. 

We apply this theorem to (3.1). First, Lax-Milgram theorem shows that the linear 

problem 

 
( )

( ) ( )
0

( )

0 0

t T t
D D u t f t

u u T

α α

− =

= =

  (3.5) 

has a unique solution ( )U x . Letting     u U v= + , the problem (3.1) is reduced to the 

equivalent one 

 
( ) ( )( )

( ) ( )

0
( ) 0

0 0

t T t
D D v t g U t v t

v v T

α α

− + + =

= =

  (3.6) 

Moreover, let  max ( )
u

M G u
∈

=

  R

, then 

( ) ,  G u M u≤ ∀ ∈  R  

and the corresponding function F given by 

( )( ) ( ) ( )( ),F t u t G U t v t= + ≤M  

satisfies assumption (3.3). Thus Problem (3.1) always has at least one solution by 

Theorem 3.2. That is, there exists  u E
α

∈  such that 

( ) ( )inf
E

u v
α

ϕ ϕ=  
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where 

( ) ( ) ( )( )

2

0

0

( )

2

T
t

D u t

u G U t u t dt

α

ϕ

 
 = − +
 
  

∫  

Finally we prove that u is a critical point of ϕ . For this fact, first we prove some 

lemmas. 

Lemma 3.1. 1
   ( , )I C Eα∈  R  and 

( ) ( )( ) ( ) ( ) ( )0 0

0

' ( ) ( )

T

t t
I u v D u t D v t g u t v t f t v t dtα α = − + ∫                 (3.7) 

Proof. We only show that the functional   : E
αφ →   R  defined by 

( ) ( )
0

T

u G u dtΦ = ∫  

is 1
 ( , )C E

α

 R . We are going to prove that 

( )
0

lim 0
v

r v

v
α

α

→

=  

where 

( ) ( ) ( ) ( )
0

T

r v u v u g u vdt= Φ + −Φ − ∫                        (3.8) 

By the FTC we have 

( ) ( ) ( )
1

0

d
G u v G u G u xv dx

dx
+ − = +∫  

then 

( ) ( ) ( ) ( )

( ) ( )( )

0 0

1

0 0

T T

T

r v G u v G u dt g u vdt

g u xv g u vdx dt

 = + − − 

 
= + − 

  

∫ ∫

∫ ∫

 

Therefore 

 ( ) ( ) ( )
1

0 0

T

r v g u xv g u v dx dt
 

≤ + − 
  
∫ ∫  (3.9) 
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Now, since  ( )  ,  g t K t≤ ∀ ∈  R  we have 

( ) ( ) [ ]
2

2 1
4 0,g u xv g u K L T+ − ≤ ∈  

So by Fubini theorem, Hölder inequality and Lemma 2.1 we get 

( ) ( ) ( )

( ) ( )

( )
( ) ( )

22

2

1

0 0

1

0

1

0
1

T

LL

L

r v g u xv g u v dt dx

g u xv g u v dx

T
g u xv g u v dx

α

α

α

 
≤ + − 

  

≤ + −

≤ + −
Γ +

∫ ∫

∫

∫

 

then 

( )

( )
( ) ( ) 2

1

0
1 L

r v T
g u xv g u dx

v

α

α

α

≤ + −
Γ +

∫  

Now for each  n∈N , let 

[ ]

( ) ( ) ( ) 2

: 0,1
n

n n
L

x x g u xv g u

θ

θ

→

→ = + −

ℝ

 

Therefore 

( )

( )
( )

1

0
1

n

n

n

r v T
x dx

v

α

α

θ
α

≤
Γ +

∫  

For each fixed x, we get 

( ) ( )
2

0

lim 0

T

n
n

g u xv g u dt
→∞

+ − =∫  

this implies, for each fixed ( ), 0,  [0,1]
n

x x xθ → ∀ ∈ . On the other hand 

( ) ( ) ( )

[ ]

22

1/2 1

0

2 0,

n n
LL

x g u xv g u

KT L T

θ≤ ≤ + +

≤ ∈

 

By the Lebesgue’s dominated convergence theorem 

( ) [ ]1

0

lim 0 0 in 0,

T

n n
n

x dx L Tθ θ
→∞

= ⇒ →∫  
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Now we show that φ ′  is continuous. Let { }  
n
v E

α

∈  such that   0
n
v → . By 

Lemma 2.1 

[ ] ( ) [ ]2
0 in 0, and 0 . . on 0,

n n
v L T v x a e T→ →  

By the continuity of g 

( )( )( ) ( )( ) [ ]a.e. in 0,
n

g u v t g u t T+ →  

this implies 

( )( )( ) ( )( ) [ ]
2

0 a.e. in 0,
n

g u v t g u t T+ − →  

On the other hand 

( )( )( ) ( )( ) ( ) [ ]
2 2 1

2 0,
n

g u v t g u t K L T+ − ≤ ∈  

By Lebesgue’s dominated convergence theorem 

( )( )( ) ( )( )
2

0

lim 0

T

n
n

g u v t g u t dt
→∞

+ − =∫  

Now by Hölder inequality and Lemma 2.1, we get 

( ) ( ) ( ) ( )( )

( ) ( )

( )
( ) ( ) 2

0

1/2 1/2

2 2

0 0

,

1

T

n n

T T

n

n
L

u v u v g u v g u vdt

g u v g u dt v dt

T
g u v g u v

α

α

Φ Φ

Γ α

′ ′+ − = + −

   
≤ + −      
   

≤ + −
+

∫

∫ ∫  

This implies 

( ) ( )
( ) ( ) ( )

( )
( ) ( ) 2

*
1

sup ,

0
1

n n
E

v

n
L

u v u u v u v

T
g u v g u

α

α

α

Φ Φ Φ Φ

Γ α

≤

′ ′ ′ ′+ − = + −

≤ + − →
+

 

as n→∞. Therefore Φ ′  is continuous. 
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Lemma 3.2. I satisfies the ( )
c

PS  - condition. 

Proof. For this fact, we use the equivalent problem (3.6), associated to this prob-

lem, we have the functional 

( ) ( )

2

0

0

( )

2

T
t

D u t

u G U u dt

α

ϕ

 
 = − +
 
  

∫  

1
  ( , )C E

α

ϕ∈  R  and is bounded below. If   
n

u E
α

∈  is a sequence such that 

( ) ( )and 0 as
n n

u c u nϕ ϕ ′→ → → ∞  

We claim 
n

u  is bounded in Eα . For n large enough and (3.4) we get 

( )
2

2

0

1
1

2
n t n

L

c u D u T
α

ϕ+ ≥ ≥ − M  

Therefore 
n

u  is bounded in Eα  and hence, up to a subsequence, weakly converges 

to some u E
α

∈  and uniformly to u on [0, ]T . Consequently 

( ) ( )lim , 0
n n

n

u u u uϕ ϕ
→∞

′ ′− − =  

But 

( ) ( ) ( ) ( ), , ,

n n n n n
u u u u u u u u u uϕ ϕ ϕ ϕ′ ′ ′ ′− − = − − −  

( ) ( )( ) ( )( )( )

( ) ( )( ) ( )( )( )

( )( ) ( ) ( )( )( )

0 0

0

0 0

0

2

0

0 0

T

t n t n n n

T

t t n n

T T

t n n n

D u t D u u t G U u u u t dt

D u t D u u t G U u u u t dt

D u t t dt G U u G U u u u dt

α α

α α

α

′− − + −

′− − − + −

′ ′= − + − − −

∫

∫

∫ ∫

 

Therefore 

2

0 as
n

u u n
α

− → →∞  

and ( )
c

PS  condition is proved. 
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Proof of Theorem 3.1. By the previous result we can apply Theorem 1.3 to get 

'( )  0uϕ = . Hence we prove that there is   u E
α

∈  weak solution of (3.1). 

Now following the ideas of [30], since u is a weak solution of (3.1) we can 

show that there exists a constant  C∈R  such that 

 ( ) ( )( )1

0

0

( )

t

t T t
I D u t g U t v t dt Cα α−

= − + +∫  (3.10) 

We notice that for  1

0
  ,  ( )

t
u E I u t

α α−

∈  is derivable in ( )0,t T∈  and 

( ) [ ]1 2

0 0
( ) ( ) 0,

t t
I u t D u t L T
α α− ′

= ∈  

Moreover, by (3.10) we have 

( ) [ ]1 1

0
( ) 0,

t T t
I D u t L T
α α− ′

∈  

and 

( ) ( ) ( )( )1

0 0
( ) ( )

t T t t T t
D D u t I D u t g U t u t
α α α α− ′

= − = +  

and since   u E
α

∈  implies that  (0) ( ) 0u u T= = . The proof is complete. � 
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