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Abstract. In this aricle we analyze a mechanism for automagactions to environment
changes. In this case, an association automatarndsheact not only upon a known situa-
tion structure but should also create new associgtwith their properties (attributes). We
assume that all perceptions can be sent to alaedcnodes of association. Every associa-
tion is represented by its name. Every associasi@voked by a set of generators based on
different sets of attributes. The analysis reganédife, creation and annihilation of associ-
ations and the influences on their changes in péare

Introduction

An association automaton is a net which can beribest by a 3-tupléAS =
={SP,B}, where WS - association nodes sé,- perceptorB - association back-
ground. The net has connections between the pacegll the nodes and the
background. Every node can be represented by pl&{d, 2] describing its struc-
ture and states of vitalityWS(i) = {2{i),G(i),T(i)}, where (i) - alphabet ofi-th
associa-tion attribute§(i) - association generatofKj) - time function of associa-
tion disappearance [3]. The situation where a pt®cds connected in a directed
way and the background is connected in an undilegty with all the association
nodes is difficult to clearly present [4]. Obvioydhe nodes are connected among
them in an undirected way. Hence, we present timgpticated system of connec-
tions with overlapping areas representing specttedcture elements (layers). The
direction of activation of these layers is desdatili®y the following implication

form: P~ B, P~ WS(i), B ~WS(i), W(i) —WS(),i,j = 1,2,..n.

1. Association probability distribution analysis

Let us start with perception distribution. Obsenettlibutes are sent to the as-
sociation background. The observation process easirbulated with the elimina-
tion method whose effects are presented in Figur&hls method consists in
exploiting a given discrete, empiric probabilitgdibution of attributeg(j), where
j - number ofattributes, generating random valugf) and checking condition

c() =p() [5]-
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Fig. 1. Attribute choice with help of eliminationethod: attribute acceptation under con-
dition: if c(j)< p(j) thena(j) = 1 dse a(j) = 0. Hereat(1), at(2) andat(4) have been cho-
sen

The associations probability density is estimatgéxploiting the probability of
their creation:

Ig(i) la

ps(i) = 1/1g(i) Zua(nﬁ(i,j,k), or @)

k=l j

Ig(i) la

psi) = 14g() D[] P(1)BG.i.k)

k=1 j=

where:
i - association numbey, - attribute numberk - association generator number,
ps(i) - generation probability oi-th associationlg(i) - generator number farth
association]s - current number of evoked associatiolss; attribute number in
alphabet2, a(j) - perception coefficient of-th attribute (inherent in the back-
ground), binary variable {0,1}i j,k) - coefficient of participatiof-th attribute in
an argument set dé-th generators and farth association, it is binary variable
{0,1}; if at(j)Z7 go(i,k) then A(i,j,k) = 1 otherwise f(i,j,k) = 0, whereg(i k) - k-th
generator foi-th association.

Obviously, we have situations when the preceptot tethe background attrib-
uters does not evoke any associations. In this case

P (Llj NS(i)) <1 (2

whereNS(i) - i-th association.

The process of association appearance is presenftégure 2.

For the given state of background association$vaditin is realized in one of
several stages (before the next stage backgrousmutished with associations acti-
vated in the previous stage). Therefore, in theukition process we have to sepa-
rate and count the stages:
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B:BLIdJ NS (3)
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where:d - number of association stadd,- depth of associatiotNS? - set of new
associations generated on stdge
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Fig. 2. Conception associations generation proeedixth lack of association,
- j-th - association appearance

We do it with the help of an algorithmic structuassuming that until all asso-
ciations for a given background state are generated associations cannot be
included in the background register. It is adequatperform one step of associa-
tion depthld = Id + 1. At the beginning, we assume that the backgralechents
are sent to all the association nodes and thedssiuthese nodes are blocked ac-
cording to the possibilities of a supplement backgd state and sending new
associations to the next nodes. Hence, even ibalokground contains the sum of

n
alphabets of all association noiejz i, the first stage is equal to the first depth
i=1
step. After this operation before the next stalge liackground is supplemented by
new associations which appear in the previous gige 3, 4).

After a new association generation which is absenie association back-
ground, will be sent to it with the characterigiiobability functionpa(j) = ps(k),
where:j - number of associatiok,- sequenced attribute number in the background.
If such an association is present in the backgraingture, its probability func-
tion will be corrected in the following waya(j) = pa(j) + ps(k) —pa(j)ps(k). The
probability distribution will be corrected aftereay stage regarding the actual vec-
tor of attributes with stable levels of utility drabilities.

The association generation process consists gfestahose number is defined
by chosen criteria [5-7]. LimiMP (product of association number and maximal
association depth), the limit of attributes numfyesol-gathering), limit of associa-
tions number, time of association vitality (lack refreshing processes), limit of
generations stages etc. can be chosen as criteria.
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Fig. 3. Stages of association depth step - backgr@isupplemented by new associa-
tions generated in previous stage (dashed lines)
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Fig. 4. New associations achieved from externairenment

2. Association automata functioning algorithm

This algorithm consists of the following stages:
1. Data initiation

— attributes and associations in background
— parameters of attributes and association vitahitgackground
— present associations
— arguments of declared association generators
— parameters of attributes and associations vitaétyond background
— parameters of stop criteria of automaton functignin
2. Start of association generation procesge: = 1
3. Perception phase - background of new attrilgueplement
4. Association generations
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Corrections and checking of associations wtdléyond background
Background supplementation with newly-generatsbciations
Background elements probability distributiomrections

Corrections and checking of background elemwtdfity

Stop functioning automaton criteria checkistgp or back to new stage
etap=etap+1 (item 3.)

10. Stop.

Using the above description, we can investigateatttesation process of au-
tomaton elements and the stages of probabilityrildigton modification of the
background arguments. In the first stage, the edemskeucture of the background
and nodes is defined (Fig. 5).
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Fig. 5. Initial association structure - startingge (without dashed lineg¥i) - initial as-
sociation nodeljs - number of nodes

For example, when in the background we have fowibates (or association
names), the probability distribution is createdtfeem and it can look like in Fig-
ure 6. The perception phase consists in sendingaretve same elements to the
perceptor and from it to the background. The proibias of the same elements are
summed (“overlapped”), according to the above-preskrule, using the expres-
sions:pa(j) = pa(j) + pp(k) —pa()pp(k), wherepp(k) - attributek perception prob-
ability. It leads to modification of the distribution, as fnstance it gives the effect
presented in Figure 7.
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Fig. 6. Probability distribution of background elemts for initial data
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Fig. 7. Probability distribution for perceptionriiutes (upper diagram) and result of
probabilities modifications according to initizdté from Figure 10 (lower diagram)

9 10 11 12 13 14 15 16 17 18 19 20

In Figure 7 attributea(1) - a(8) appear as a result of perception (which refers
activation of the connection presented in form afashed line in Figure 5). The
first four elements appear again. It induces priibias modifications (in initial
data phase). The remaining elements take overrtit®bility characteristics from
the perceptor (becaupa(i) = 0in left part of equation).

Let us go to the generation association phaseebdkis of the background at-
tributes and hitherto existing associations (F)g.T®e procedure of vitality associ-
ation corrections is connected with reading presesiteshing and remembering
time parameters. The vitality correction is basadle appearing association (or
attribute) moment.

The stage of background supplementation basedeosdheme is presented in
Figure 9. The new associations depth steps aréedrdaectly or indirectly. Let us
introduce the definition of a new association step.

Definition: A new association step is created by a minimum of one generation
in a set of existing but not activated association nodes beyond the background.
Generation is realized on the basis of argumenisisting of activated associa-
tions beyond the background and attributes fronbdekground. Usually we have
(Fig. 10):

0 o{NS(i) =argG(d))}d G{at(j) UB;at(j) =arg((d))} (4)

where argG(d)) - generator argument for new step association
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Fig. 9. Parts scheme activated for sending newcégsms to background

An indirectly created new association step engagésthe attributes or associ-
ations from the perceptor and nodes beyond thegoackd (Fig. 11)

[ o{Ns(i) =argG(d))} C not_{at(j) O B;at(j) = argG(d))} (5)

The indirection infers from the undirected expltda of background elements
which causes a chronological previous step of é&stsoes. In both cases, the per-
ceptor optionally partakes in the creation of a @ of associations (dashed line
in Fig. 11).
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Fig. 11. Direct way of creating new associatiompste

3. Feature of elements of association automata functioning
and structure

The perception of attributes and associations niiytuaverlap similarly to
background elements. It is connected with probgbitiodification relating to the
environment elements influence. To perform it we tlee typical Bichi automata
description convention [1, 8].

apl[ap, whereap = observed attribute,

¢ - eventually.
Therefore, perception is realized according the:rul

P = O@p(1)[Pap(1)) U...HO(ap(| 21)oap(| 21) (6)

where O - next.
We can describe it as the following perceptiontbilautes or associations inde-
pendent of their previous appearance. Besides ribteability distribution correc-
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tion for the given background elements, refreslpiracedures can be realized sim-
ultaneously. Adding elements to the backgroundifopmed by the convention:

B =0 (ap(1)oap(1)) U...[0(ap(| 2N)Hoap(] 21)) ()

where|Z2'|- thenumber of alphabet elements for all associations.

It can be interpreted as follows: elemapti) absent in the background and not
sent from the perceptor or present in backgroumtiveas sent or not from the pre-
ceptor.

The generation of association is realized on theshaf perception, background
contents and other associations:

(Nsi) ¢ iff (T, Doy _jag.j) arg@(i,jK)O(POBONS) (8)

wherec - creation (association evocatiolg(i,j) - the number of arguments joth
generator for-th associationiNS - set of hitherto existing associations, g(gj,k))
- k-th argument of-th generator for-th association.

We can describe it as an association appearingdifoaly if when all the argu-
ments for even one generator are activated (atet@e@ngiven node by perceptor,
background or other existing associations).

The number of associations increments when:

{(Ns,i) Ec and Nsi)ONS =Is=Ist+1. 9)

The creation of a new association is described by:
(Nsi) E nc iff {( U=1.1aa2 @rg@(i,1k)0(BONS) and {Ns;i) O(P)}  (10)

wherenc - new association creation.

We describe it as follows: the first generator ieated with the help of argu-
ments obtained from the background and hithertstiexy associations, and the
name of the new association is sent from the pescdp the proposed association,
the following rule functions in the automata:

Rule: The association name is sent from the perceptdhé nodes and only
then to the background:

(Nsi) F nc =P - (Nsi) =(Ns/i) -~ B (11)

The addition of a new feature (new attribute) t® #issociation in the proposed
automaton is connected with increasing the numbfeitsogenerators org(i)
(which was earlier presented) and can be descabéddllows:

(G)j) E nc iff Dj:lmlg’ ce1a0.1) arg@(i,j+lg,k)) = arg@(i,j,k)) and

arg@(i,j+1g,k+1)) =nat(i) (12)
wherenat(i) - new attribute (feature) @fth association.
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In this case the number of new generators will Eatgr by one than their
number in the based set.

Ujoiger..2q 13 = 1a(i,j —1g)+1. (13)

If the new attribute contains only one generatoa gfven association node then
new generators will not be created:

G)j) E nc if [ « nat(i) = arg@(i.j k) (14)
The association depth step is incremented when:
{(Nsi) = nc and @} O arg@ijk) = Ns(med}=d(i) = d(lmd*+1 (15)

wherel, - number of hitherto activated associations with gineatest depth step
d{), -always.

This situation is presented as follows: the degthssociation is always incre-
mented when a newly activated association baseelven one argument existing
and previously activating an association. We chibseargument with the greatest
depth stegd(l). The new depth step is assigned to the newlytedeassociation.
ally evoking up-to-date associatioAS/NS create a so-called profile or tree of
association depth ((Fig. 12):

(A9 E u ASSU{(Nsj) £ mc} (16)

where:u - up-to datemc - mutual creation.

/’/(Newly—created J

.

/J’AS — profile: mutual evoking and up-to-date
associations

—

! Set of inactivated associations \I

Fig. 12. Profile of association depth as a sumes¥ and old associations in mutually
created and evoked structure

Conclusions

New association depth steps are created directigdirectly. Let us introduce
the definition of a new association step. Usingdheve description we can inves-
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tigate the activation process of automaton elemamisstages of probability distri-
bution modification of background arguments.

The proposed automata can be systematically staligtudeveloped and en-
riched with new attributes inside the nodes. Thebabilistic characteristics of
particular parts (background, nodes etc.) elem@tiisbutes, associations) dynam-
ically changes during the exploitation process.

In aim to refer to natural memory and associatisiesns [5], the parameters of
association vitality and the external factors iafiaing them are introduced.
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