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Abstract. The association process is one of man'’s attituflesiod and is connected with
its functions. It is connected with retaining, renieering and forgetting. It also refers to the
stages of attitude of mind. The sequence of assmesais adequate for the process of ana-
lysing different possibilities of finding a solutioWe can find many analogies to practical
situations regarding current conditions and limilée want to propose a mechanism for
automatic reactions to environment changes. Indage, our automaton should react not
only upon a known situation structure but also t&reew associations with their properties
(attributes). We assume that all perceptions casebeto all so-called nodes of association.
Every association is represented by its name. Eassgciation is evoked by a set of genera-
tors based on different sets of attributes. Wendhice several new notations such as back-
ground, depth, domination or profile associatiohse proposed automata can be imple-
mented in transporting, routing, military and ségstrategies.

I ntroduction

Association is a function of retaining, rememberiagd forgetting. Let us as-
sume that we return to our experiences, connectibdowrrent observations, lead-
ing us to find in our memory past events, obje@ktions, feelings etc. [1, 2]. We
say that a current observation associates with gasdtions, seen objects. These
elements are the so-called background of curresbcietions. We cannot say
which objects exactly (it is usually a set of oligda@enerate a given association.
Hence, we only assume in the proposed simplifiedehthat it will be a conjunc-
tion of perceived elements. Hence the rememberingtion (intentional or unin-
tentional searching in our memory) would be treadsda conjunction result of
present perceptions. They consist of current obsiens and “pictures” accumu-
lated in the background (current remembered eleshient

Pa =PcU PB D

where:Pc - current observations s€®B - accumulated perceptions and associa-
tions in the background (in close and small ausgiliemory).

Obviously, the association background can be eedakith new associations,
which cannot be current observations and simultasigamprover is had by for-
gotten elements

PB=PBU PatU NS/ Z32) )
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where: NS = PpU Pg - new associations seat - perception attributes set,
Pp - perception association sétg - generated associations s&§ - forgotten
associations set.

Let us assume that association consists of ateiband a name (or set of
names)S(Nm) = U At U Nm, where:At - set of association attributé$m -setof
association names (sometimes used interchange#hlgiwen association). As we
show, names (associations) can be treated dsud¢isi

Generally, a set of attributes leads to the gemmsradf the association that
means to join them with the association names.example, a set of attributes
(unlock, cipher, signature) can generate the aagoni(key) which we write (un-
lock, cipher, signature)- (key). As a rule, several or even many sets oibaiies
generate the same association. A full set of attedh used to generate a given
association can be used to create subsets beitgsesfor evoking the name(s) of
an association. If a new association is introduedldts attributes and names are
sent to the background and then to the main merfmocess of remembering).
When the name of an association and if the atedbebnnected with in the gen-
erator structure are remembered, retaining or sking processes related to it can
be exploited. In natural memory systems, what jieeiglly annoying is the life of
associations in the main memory (or troubles raigin The associations life de-
pends on the retaining and refreshing frequencyadsalindirectly on the numbers
of attributes and generators. One of the main deathges (in the organizing
point of view it can be treated as an advantagajatdiral memory systems is the
domination of one association which effectively @spates the others (diminished
recognition of them) in a given moment. In this egage can use the notation
“concentration” which means the possibility of aliog the other association in-
fluences.

In the practice of modeling, we can propose an @gugr connected with the
capacity of memory based on providing a stabler@pmatelly constant) level of
present perceptions, the number and maximal dep#ssociations (number of
stages of joining associations):

MP = Pa * DSmax = const 3

where:MP - stable producDSmax- maximal depth of association.

In the related association model, we propose cdratéam on the dominant as-
sociation, that means the one with maximal deptmaximal number of genera-
tors.

1. Association automaton structure

Association automaton is a net which can be desdrdy a 3-tuple
AS={SP,B}

where:WS- association nodes s& - perceptorB - association background.
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The net has connections between the preceptorlhtiteanodes and the back-
ground. Every node can be represented by a 3-f{8pK] describing its structure
and states of life:

WSi) = {Z(i),G(i). T(i)} (4)

where: 2{i) - alphabet ofi-th association attribute§(i) - association generators,
T(i) - time function of association disappearance.

The idea scheme of an association automaton isegsin Figure 1. The situ-
ation where a preceptor is connected in a diregt avad the background is con-
nected in an indirect way with all the associatimues is difficult to clearly pre-
sent. Obviously, the nodes are connected among #meimdirect way. Hence, we
present this complicated system of connections witerlapping areas represent-
ing specified structure elements (layers). Thedtiioa of activation of these layers
is described by the following implication form:

P_B, P-WYi), B~ W), WSi) -~ WSj),i,j=1,2,..n (5)

The overlapping layers symbolize mutual connectamong the elements be-
longing to these areas.

per ceptor
; packground

Fig. 1. Idea scheme of association automata (datieds contain elements with undi-
rected communication with elements on setting zone)

The alphabet of a given association is a set asintpiattributes and names of
associations which play the role of attributestfis associationz = U At U Nm=
= {at(1),at(2),...at(r(i)),nm(1), nm2),....nm(s(i))}, where:r(i) - attributes num-
ber, ands(i) - number of all associated names participatingeneration of given
association. Simultaneously, the alphabet is aofetrguments for the longest
generator (according to its structure) for a giwssociation. In short, genera-
tors with a different length generate a definedoaisdion, for instance:
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go(1)={at(4) nm3)J nm(7)1 nm(12)}; gg(2)={at(22)] nm(3)} and we add to
them descriptiongg(1)={desert] windd Jerycho O Ching, g(2)={fragrance’/
wind} which evoke the same association: {rose}. Therefave have two genera-
tors:
1) g(1)={desertlwind O Jerycholl Ching - {rose},
2) g(2)={fragranceJ wind} - {rose}.

The field of association is a product of the algtaddement number and gener-
ator number. Its value influences the dominatioefficient of a given association

(Fig. 2):
FS(i) = E®@0)*19(i)

where:|Z(i)| - alphabet elements numbég(i) - generator number forth associa-
tion.

Association arguments are activated as a restiteofast preceding association
and recent perceptions. It is supplemented by elesmigom the background. In
Figure 2 in the right box only the third generafor third row) evoked a given
association.

We usually determine the domination coeffici®x@. According to our assump-
tion, the motivations for introducing this coefént are as follows:

— to find the most important according to depth asgimn
— to determine the moment of the stop simulatiatess

To defineDC, we can use paramet®tP. Adding auxiliary parameters creates

thresholdTDC, which when exceeded stops the simulation process.

Fig. 2. Association field, where rows are equajenerators, columns (shadowed fields) to
generation arguments (attributes and previous &ggnts). The letter ,i” denotes current
arguments activation. Last row refers to “the Imstygenerator based on full alphabet

Coming back to generators, we should say that thelized a common con-
junction of based elements chosen from the alph&tsetce, the problem of order-
ing these elements does exist. Sometimes evengte singument creates a full
base for one generator. The strength of the arguimean single generator can be
defined as /a(i,j), wherela(i,j) - number of argument iftth generator foi-th
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association. Argument activations take place wihgy are generated as previous
associations (come from association backgrounthey are sent from the precep-
tor: 2{1),G(1), NS1) - 2(2),G(2)NY2)-... -2i),G(i),NSi) -... —2(d),G(d),

NSd), whereNS- new associatiord - association depth.

2. Lifeof association - timeisits evanescence

The interpretation of the forgetting processes atural memory systems are
treated differently. In the proposed model of aegtamn automaton, we differenti-
ate two kinds of memory: short and long-term. Shertmm memory is connected
with recent perceptions (present situation) arilddated in the background. Long-
term memory refers to nodes of associations. The 6f association evanescence
depends on the amount of memory refreshing andtrete How do we treat both
of these notions? The main feature can be descabéaollows:

— intentional or unintentional character of refreghoperations and only inten-
tional of retaining,

— short time distances between refreshing operafimnbetween perception and
refreshing) and relatively long distances betwestnining operations (or be-
tween remembering and retaining),

— refreshing subject is still contained in assocratiackground, and retaining is
beyond the background.

We assume, maybe not correctly (because we donaot khe real character of
mining association retention processes), thatdéfreshing operation increases the
association life and retaining decreases it. Heaoe proposition of a time func-
tion figure is as follows [5, 6]:

lo Ip
T(i) = clre '+ Y c2e79F =) c3e ™0 (6)
i=1 i=1
where:cl,c2,c3,d1,d2,d3 - coefficient of association in the case withifteshing
or retaining (with number 1), only with refreshiwith number 2), and only with
retaining (with number 3)p - refreshing numbelp - retaining number.
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Fig. 3. Refreshing influence, in moment t = 4 (cediagram), and following after it re-
taining, in moment t = 6 (right diagram) on asstoialife
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3. Association evolution

Evolution usually has a quantitative and qualigtoharacter. Perceptions and
associations evoke new associations. The minimaibeu of elements creating
a new association equals two: the attribute andenafnthe association. The attrib-
ute is the atomic part of the alphabet and generdatour conception as in natural
memory systems, the association name can playolbeof an attribute. Quality
evolution consists in adding new attributes to &isteng association. It leads to
the creation of new generators on the base of aohed alphabet. By adding one
attribute to every generator set, we obta@nt 1 new generators, according to the
presentation in Figure 4, where - number of hitherto existing generators. In
a simple variant, addink - attributes, the number of generators increagedb=
= (k+1)m.

+ 1 Attribute
=>

Fig. 4. lllustration of effect of adding one attrte to an association in aspect of generators
structure. Existing generators remained withouhgesbut new generators are built by add-
ing a new attribute to set of arguments. Last ggnehas only new attribute argument

A number generator increase can lead to the emtengieof the depths of asso-
ciations and in the same case also the maximunhd#pdssociation. It can also
lead to the development of the association dononaind sometimes to increasing
the number of them. The consequences of such pherohead to distraction,
accidental inferring, chaos in the inferring meabkanor in short, to a wool-
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-gathering state. Obviously, it causes changeshénprobability distribution of
association appointments [7].

This proposition is not full (in fact, it is a sififped variant) because we can
create combination structures [8] of hitherto argats (or association alphabet
elements) and a new attributes.

Axiom: An added attribute generating a new association gksnerates it with
all the combinations with hitherto existing generadttributes of this association:

komb(?) + added attribute,

komb(g) + added attribute, (7)

komb(ﬂ) + added attribute,

Wherekomb(i”) - given association attributes set with length i.
The number of generators enlarges on:

dG’(kzl):(f)+(g)+,...,+(;‘):Zn:(?), (8)
orfork>1

6= (1) (2)r.r(2) * (1) () e (1)

n+i-1

k
+(£1+k—1)+ (g+k_l)+""7+(r?:kk—_1) — Z (rj1+i—l) (9)

=1 j=1

We should say that a single attribute can but dagshave to determine the
base of a new generator. Hence, we can tB@t as an interval variable
dGl = [kn,DGE, wherekn - lower boundary of generator number increasinge T
difference between the lower and upper boundargl&ively large and we should
make an individual decision about a new generdtacture. To simplify the prob-
lem of association generators structure automatizatve propose to exploit only
the lower boundary of interval variabd&| = kn (Fig. 5) the more so as it does not
collide with the above-defined axiom.

The automatization of quality evolution means egilag the attribute number
for a given association which requires selecting defining a strictly defined
convention. If we chose an interactive mode withiraividual regarding every
generator structure creation, it leads to divergingy from the automata conven-
tions. In this case, we can attain perception dé&geleading to attribute separa-
tion. Each of them would be adopted to the exisjagerators individually [9].
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+k attri-

butes =>

--‘-§§-§: -\\;@"\\;&

Fig. 5. lllustration of effect of addinigattributes to association in aspect of generatious-
ture and to lower boundary of interval variablenamber generator enlargings| = kn

Otherwise, if we left perception structures as sptisg to automatize their
modifications, we should add information about tHistribution probability
of associations referring to the location in petimgpand background environ-
ment. Such probabilities can be defined on thesbafssingle events probabilities
(connected with appearing single attributepa(i), i = 1,2,...Ja, where la
is the number of attributes. In this case we cdoutate the probability of events
sum:
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pas(i(l)D i(2)0... 0i(l) =

—Zpa(a) ZZ pa(i) pa(b) +...+ (1) 122 Z (10)

=1 i1=1lipd1+1 h=lip=i{+1 I|:F _1+l

pa(is) pa(iz)... pdiy,
or probability of events product:

pap(i(1)n i(2)n ... ni(la))=pa(i) pa(iz)... pi), (11)

wherel - attribute number in association background.

In a sequence variant of automaton modeling, tlodalility distribution of
single attributes is used. The distribution of &ngttributes and the set of them
are regarded in association distribution referting set of generators.

Conclusions

Association automata work on the general ruledhefdttitude of the mind. In
fact, we chose only thinking processes connectéld rgtaining, remembering and
forgetting. We add to them the unconscious pro@éssefreshing our memory.
They are processes dependent on conception leanthgtructural exploitation of
its effects.

Association automata can be exploited for the reitimy of situations and to
activate specific reactions relating to it basedcanse-effect mechanisms. The
proposed automats can be systematically strucyudaNeloped and enriched with
new attributes inside the nodes. The probabilist@racteristics of particular parts
(background, nodes etc.) or elements (attributespaations) dynamically chang-
es during the exploitation process.

In the aim to refer to natural memory and assamiasiystems [3], the parame-
ters of association life and the external factofiiencing them are introduced.
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